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Active sources, especially air-gun sources in the water reservoir, have proven to be
powerful tools for detecting regional scale velocity changes. However, the water level
change affects the repeatability of the air-gun waveform and, thus, affects the stability
of the detection of the velocity changes. This article explores how to make full use of
the air-gun signals excited at different water levels from analyzing three years of air-
gun data recorded by 20 stations deployed from ∼ 50 m to ∼ 25 km from the source. At
the same time, by utilizing the poroelastic model, we quantify both vertical and hori-
zontal distances affected by the water level change. More important, supported by the
strain data from one borehole strainmeter station, the influence mechanisms of the sea-
sonal variation derived from the three years of air-gun data are also discussed. Results
indicate the water level affects the main frequency of the air gun and has a strong influ-
ence on the coda wave. When the water level of the reservoir changes abruptly, the
dominant effect on the derived delay time change is from thewater level change. In this
case, the deconvolution method can hardly eliminate the influence of the abrupt water
level change. However, when the reservoir's water level changes gently, the delay time
varies accordingly rather than inversely with the water level. Other reasons affect the
material properties and, thus, influence the derived delay time. The modeled vertical
component of poroelastic strain caused by the reservoir water level change is
1 × 10−7. The observed strain (4 × 10−7) from the strainmeter is likely associated with
thermoelastic strain induced by temperature change. Our results show that although
the long-term air-gun signal is affected by water level, there is still much information
about changes in the subsurface that is worth mining.

Introduction
A variety of processes cause subsurface structural changes with
time, including long-term tectonic stress build-up, short-term
stress changes from seismic and volcanic processes (e.g., Schaff
and Beroza, 2004; Brenguier et al., 2008, 2014; Yang et al.,
2014), periodic changes caused by Earth tides (Reasenberg
and Aki, 1974; Yamamura et al., 2003; Takano et al., 2014),
and environmental reasons (Sens-Schönfelder and Wegler,
2006; Niu et al., 2008; Meier et al., 2010; Richter et al., 2014).
Because seismic velocity changes may provide reliable precur-
sors to earthquakes and volcanic eruptions (Wegler et al., 2006;
Brenguier et al., 2008; Niu et al., 2008), the quantitative under-
standing and correction of the environmentally caused seismic
velocity changes is very important to improve their detection
ability (Wang et al., 2017).

Because the quantitative comprehension of the crustal reac-
tion to outside loadings is very crucial, various repeatable pas-
sive and active sources were applied in the detection of seismic
velocity changes (Reasenberg and Aki, 1974; Yamamura et al.,
2003; Brenguier et al., 2008; Niu et al., 2008; Hillers et al., 2015;

1. Earth and Environmental Sciences Programme, Faculty of Science, The Chinese
University of Hong Kong, Shatin, Hong Kong, China, https://orcid.org/0000-0002-
5925-6487 (HY); 2. Shenzhen Research Institute, The Chinese University of Hong
Kong, Shenzhen, China; 3. School of Earth and Space Sciences, University of Science
and Technology of China, Hefei, China, https://orcid.org/0000-0001-7203-9703
(BW); 4. Institute of Geophysics, China Earthquake Administration, Beijing, China;
5. Earthquake Agency of Yunnan Province, Kunming, China; 6. Department of Earth
and Space Sciences, Southern University of Sciences and Technology, Shenzhen,
China, https://orcid.org/0000-0001-9245-3346 (JR)

*Corresponding author: hyang@cuhk.edu.hk

© Seismological Society of America

Volume 94 • Number 3 • May 2023 • www.srl-online.org Seismological Research Letters 1613

Downloaded from http://pubs.geoscienceworld.org/ssa/srl/article-pdf/94/3/1613/5839144/srl-2022200.1.pdf
by Chinese Univ Hong Kong user
on 16 November 2023

https://orcid.org/0000-0002-5925-6487
https://orcid.org/0000-0001-7203-9703
https://orcid.org/0000-0001-9245-3346
https://doi.org/10.1785/0220220200
https://orcid.org/0000-0002-5925-6487
https://orcid.org/0000-0002-5925-6487
https://orcid.org/0000-0002-5925-6487
https://orcid.org/0000-0001-7203-9703
https://orcid.org/0000-0001-9245-3346


Wang et al., 2020). A large volume air-gun array has been proved
to be a powerful tool to monitor seismic velocity changes
(Reasenberg and Aki, 1974; Chen et al., 2007; Liu et al., 2021;
Yang et al., 2021), especially in detecting daily velocity changes
(Wang et al., 2020; Luan et al., 2022). However, studying seasonal
variation with long-term air-gun signals is more challenging.
The commonly studied environmental processes can strongly
influence the seasonal changes in seismic velocities, such as
temperature changes (Ben-Zion and Allam, 2013; Richter
et al., 2014), atmospheric pressure (Wang et al., 2008), rainfall
(Sens-Schönfelder and Wegler, 2006), and changes in the stress
and strain due to alterations in the reservoir water level (Liu et al.,
2021) and groundwater level (Tsai, 2011; Yang et al., 2018). More
notably, the water level change affects the repeatability of the
air-gun waveform and, thus, whether we can use the long-period
air-gun data to detect the subsurface variations remains
unknown (Liu et al., 2021).

Based on the Binchuan Fixed Air-gun Signal Transmission
Station (FASTS), an air-gun array was deployed in the Dayindian
water reservoir in Binchuan, west Yunnan, China (Wang et al.,
2012). Liu et al. (2021) analyzed the influences of the reservoir
water level change on the detection of air-gun seasonal travel-
time changes in Binchuan, Yunnan, China. They found that
the reservoir water level change affected the seismic travel-time
changes of air-gun signals. Using nearly one-year air-gun data
and ambient noise data in Binchuan, they concluded that the
pattern of travel-time changes from the air-gun source differed
from ambient noise. However, they did not quantify the effect of
reservoir water level change on the repeatability of air-gun signals
and the subsurface medium around the reservoir. The quantita-
tive analysis of the influence of reservoir water level change is
crucial, especially in deriving the subsurface structural variation
from the repeated air-gun source.

Thus, we try to investigate the velocity changes and quantify
the effect of reservoir water level change from analysis of three-
year air-gun data from 2013 to 2015 in the same research area.
Most previous studies did not compare the velocity change
with records from strainmeter (Wang et al., 2012, 2020; Liu
et al., 2021). The combination of using a repeatable air-gun
source recorded by 20 stations with one borehole strainmeter
is a remarkable coincidence, which enables us to investigate the
temporal velocity changes in detail. In this study, we take
advantage of signals excited at different water levels by intro-
ducing the deconvolution method to remove the impact of
source change. Furthermore, we quantify the vertical and hori-
zontal distances affected by the pore-pressure change from the
poroelastic model. Subsequently, we report the observed sea-
sonal velocity change and seasonal volumetric strain that
occurs due to the thermal effect.

Study Region and Seismic Experiments
Utilizing the large-volume air-gun array, the world’s first
FASTS in land was built in the Binchuan basin, western

Yunnan, in April 2011 (Wang et al., 2012). The region is
tectonically active with numerous fault zones and frequent
earthquakes (e.g., Jiang et al., 2020, 2021; Yang et al., 2020).
The most recently notable one is the 2021Ms 6.4 Yangbi earth-
quake that was preceded by a profound foreshock sequence,
exhibiting a cascading rupture manner (e.g., Zhang et al.,
2022; Zhu et al., 2022). Identifying subsurface changes during
the earthquake preparation stage was one of the objectives to
construct the FASTS in the region.

The air-gun array is positioned in the Dayindian reservoir
(see Fig. 1a for array position; and Figs. S1 and S2, available
in the supplemental material to this article, for the condition
of the air-gun experiment), which is a 2 km2 medium-size
reservoir located on the Daying River, 7 km west of the
Binchuan County, performing tasks such as flood control
and irrigation. The air guns were placed 2 m underneath a
7 m2 steel structure, which were towed 8 m below the water
surface. The array was made up of four Bolt 1500LL air guns
with firing pressure of 15 MPa, which are highly efficient for
energy conversion and capable of generating highly repeatable
signals (Chen et al., 2014, 2017). The air-gun array was tested
in 2011 and operating continuously since January 2013. The
timing of air guns and the signal sampling in each receiver were
accurately synchronized to the Global Positioning System
(GPS) clock.

We selected 20 portable stations around the Binchuan seis-
mic signal transmitting station (Fig. 1a). The nearest station
CKT was deployed around 50 m from the source; the furthest
station was at a distance of ∼25 km from the source. Each
station was equipped with a Güralp CMG-40T short-period sen-
sor (frequency band from 2 s to 100 Hz) and a Reftek 130B data-
logger (sampling rate of 100 data points per second). Most
measurements were performed about 15 times every 24 hr from
10 p.m. to 5 a.m., during which the anthropogenic noise level
is much lower (Song and Yang, 2022). Because of rainfall
and the irrigation water used by the surrounding residents,
the water level of the Dayindian reservoir changes to some
extent (Fig. 1b,c). The water level of the reservoir was measured
twice a day, once at 8 a.m. in the morning and once at 8 p.m.
in the evening. In summer, the water level is below 5 m, which
is not appropriate for air-gun excitation (Luan et al., 2016).
Thus, we lack data from day 129 to day 284. For various reasons,
some shots are not recorded by all stations. The surface temper-
ature, precipitation, and barometric pressure was likewise
collected from the European Centre for Medium-Range
Weather Forecasts, ECMWF, near the air-gun site.

A YRY-4 four-component borehole strainmeter is located in
Yongsheng, about 121 km away from the air-gun source, which
is not affected by the water level change of the Dayindian res-
ervoir. The strainmeter is at a depth of 45 m (Chi, 2009). The
instrument has a strain resolution of 10−10. In YRY-4, the sum of
two components of strain perpendicular to each other represents
the volume strain (Chi, 2009).
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(a)

(b) (c)

Time (s) Time (s)

Figure 1. (a) Location of experiment site (red square) showing the
air-gun source (red star) and stations (black triangle) used in this
study. Cheng-hai fault and Red River fault are denoted by black
lines. Lower inset figure shows tectonic setting in the region and
the location (red box) of the study area. (b) Vertical component
signals (band-pass filtered 3–5 Hz) recorded by the nearest CKT

station (∼50 m) from 5 March 2014 to 27 February 2015.
(c) Vertical component signal from two air-gun shots on 16 April
2013 with the water level of Dayindian reservoir at 12.16 m (red)
and the signal on 7 January 2013 with a water level of 17.04 m.
The color version of this figure is available only in the electronic
edition.
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Methodology
Preprocessing
The air-gun excitation log records the excitation time from the
GPS-synchronized process during each air-gun excitation.
However, due to the influence of the gun control equipment,
mechanical delay, time recording accuracy, and so forth, the
recorded excitation and real excitation time in the gun control
log exhibit a slight difference (Luan et al., 2022). Therefore, we
crop a 100 s air-gun signal of the nearest CKT station (∼50 m
from the air-gun source) and use it as the template. Then we
apply the cross-correlation technique between the template
and all the other signals of the CKT station to determine
the relative air-gun excitation time. We can crop the 100 s sig-
nals recorded by other stations with the relative air-gun exci-
tation time. All the cropped signals are de-averaged, detrend
processed, and filtered by the 3–5 Hz Butterworth band-pass
filter (Luan et al., 2022). Because the source repeatability is
quite high, the records are daily linear stacked to obtain an
average signal.

Retrieving the Green’s function
After preprocessing, the air-gun signals recorded by the nearest
station are highly repeatable especially in the body wave part
(Fig. 1b), and stacking them can produce excellent seismograms
on stations both near and far from the source (Fig. 2a). However,
a time shift caused by water level differences still exists, espe-
cially in the coda wave part (Figs. 1b and 2a).

Therefore, before we estimate the travel-time change (dt) in
each station, we use a water-level deconvolution method to
reduce the impact of delay time drift that does not stem from
the real subsurface variation (Luan et al., 2016, 2022; Wang
et al., 2020). The calculation method of the Fourier spectrum
G�ω� of the Green’s function is

G�ω� � U�ω�S��ω�
maxfS�ω�S��ω�g,CmaxfS�ω�S��ω�g , �1�

in which U�ω� is the spectra of the far-field record, S ω� � is the
spectra of the source signal, and S� ω� � represents the complex
conjugate. The water-level factor C is set as 0.0001. We choose
the water-level deconvolution method because it has better
computational efficiency compared with the time-domain iter-
ative deconvolution method (e.g., Clayton and Wiggins, 1976;
Ligorría and Ammon, 1999). The records of the nearest station
CKT (offset ∼50 m) are used as the source signals. The vertical
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Figure 2. Pseudo record sections for (a) stacked air-gun signal in
2014 (red) and 2015 (black) and (b) stacked Green’s function
using deconvolution method in 2014 (red) and 2015 (black). The
waveforms of all stations are band-pass filtered (3–5 Hz) vertical
components. The Green’s function eliminates time shifts
between the waveforms compared to raw waveforms. The color
version of this figure is available only in the electronic edition.
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Green's functions are obtained by deconvolving the farther sta-
tions' signals with the source signals for every air-gun excita-
tion (as Yang et al., 2018; Wang et al., 2020; Luan et al., 2022).
This procedure removes the influence of the source change
(including air-gun fluctuating, working pressure fluctuating,
etc.). The Green’s functions from the remaining stations to
the reference CKT station are obtained on an hourly basis.
Because of the reproducibility of the source, we then combine
all the vertical Green's functions of each station to provide a
reference Green's function through the linear stacking method.
Comparing the stacked seismograms for the years 2014 and
2015 (Fig. 2a) and the reference Green’s function for the years
2014 and 2015 (Fig. 2b), we can see that subtle source changes
shown because time shifts between the waveforms are elimi-
nated to a certain extent through the deconvolution method.

Travel-time change measurement
We use the sliding window cross-correlation technique to
extract the slight difference, dt, in the travel times of the wave-
forms from the two air-gun shots. The position of the cross-
correlation function maxima between unperturbed and per-
turbed wavefields yields the value of dt (Snieder et al., 2002;
Wang et al., 2008, 2020). The cosine interpolation of the cal-
culation result is extracted to obtain the travel-time change (dt)
with higher precision to improve the accuracy. When there is a
change in the bulk velocity field, the travel-time change dt and
the absolute travel time t will exhibit a linear relationship (e.g.,
Niu et al., 2008; Snieder et al., 2006). The relative velocity
change, dv/v, is inverse to the slope of dt/t (i.e., dv/v = −dt/t).

The correlation coefficients and time shifts as a function of
time are calculated by shifting a 0.3 s moving window from the
first arrival time of the P wave. The 0.3 s moving window
length was chosen because it approximated the length of a
one-cycled waveform. The length of the time window was
set to 1.0 s. We use the yearly stacked waveform as the refer-
ence when calculating the temporal travel-time variation (dt).
All resulting temporal variations are measured between the
reference and each daily stacked waveform in different sta-
tions. We focused on the travel-time changes (dt) of the first
arrival and maximum amplitude of the vertical Green's func-
tion, which are regarded as P and S waves, respectively.

Results
We calculated the cross correlation between each daily stacked
Green’s function and the corresponding yearly stacked reference
trace at station 53278 (offset ∼2.32 km) (Fig. 3). The result yields
high coherency in the P-wave (red box) and S-wave part (blue
box) and large decoherence in the later coda-wave part. The cor-
relation coefficients of the waveforms in the box are relatively
high (>0.9) (Fig. 3c). For simplicity, we only plotted the wave-
forms of the year 2014 together with yearly stacked (red) and
daily stacked (black) Green’s function (Fig. 3b). The delay time
of 3 yr of Green’s function in the top is calculated using the red

box that is considered to be P wave, and the S wave in the blue
box, respectively (Fig. 3a). The blank space shows the summer
time with no air-gun excitation due to low water levels of the
Dayindian reservoir (<5 m; Luan et al., 2016). The P and S waves
show the same trend in terms of the delay time. This confirms
the robustness of the measured travel-time changes (dt).
Furthermore, the delay time shows evident seasonal variations.
On most days, the delay time of the P wave (red dots) changes is
slightly stronger than that of the S wave (blue dots; e.g.,
0–50 days). This indicates that the velocity changes of the P wave
are stronger than the S wave velocity changes in station 53278
(offset ∼2.3 km). This observation is consistent with the results
from laboratory experiments, indicating that VS is less sensitive
to the effective stress than VP, especially at shallow depths
(Winkler and Liu, 2005; Wang et al., 2020). The standard
deviation of the measurements is 10−3.

The periodic annual cycle dominates the delay time (Fig. 3a),
which is visible on almost all stations (Fig. 4). The delay time of
station 53278 decreases in January followed by a slight increase
in February and a sharp increase in March. Such cycles repeat
all the years from 2013 to 2015. Because of the lack of data, it is
difficult for us to investigate the cycle in summer times. However,
based on the data collected during the period August to
December in 2014, we can clearly observe a slight decrease.
Such decrease is consistent with the findings in the other two
years even though with a shorter period. The delay time is
remarkably similar at station 53278 (∼2.32 km) and station
53262 (∼4.45 km; Fig. 4a,c), indicating that the temporal changes
of material properties are induced by similar factors. Because the
location of station 53265 (offset ∼4.05 km) is the nearest station
to the Chenghai fault, the delay time of station 53265 behaves
differently, and there is no apparent seasonal change (Fig. 4b).
The differences in the delay time recorded by stations originate
from the difference in rock property along the ray path. The rock
property near the fault is generally characterized with high crack
and high pore density. The delay time (or velocity changes) from
the stations near the fault (e.g., station 53265) is stronger than the
data observed in the mountain area. There is a sharp jump in the
delay time in numerous stations starting from the 351th day in
2014 (black dashed line in Fig. 4). The background seismicity
does not indicate that a large earthquake happened on that
day. The precipitation or groundwater level changes are also
unlikely to contribute to the sudden change in the observations.
The sudden 2 m rise in the Dayindian water level (see Fig. 4; and
Fig. S3) have caused an obvious change in the air-gun location,
which resulted in the abrupt velocity change recorded by most
stations. Although there are other sudden water level increases,
they did not cause such impacts on the air-gun location and also
on the delay time.

Discussion
The seasonal velocity changes may stem from two possible rea-
sons. One is the changes in material properties. The other is the
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(a)

(b)

(c)

Figure 3. (a) Delay time (dt) of P wave (red) and S wave (blue)
between linear stacked reference Green’s function of year 2014
and daily stacked Green’s function of 2014 at station 53278
(∼2.3 km). (b) Band-pass filtered (3–5 Hz) vertical component
reference Green’s function (red) and daily stacked Green’s

functions of 2014 (black). The red and blue rectangles indicate
the time windows of P and S waves used to estimate the travel-
time changes, respectively. (c) Correlation coefficient between
and daily stacked Green’s functions. The color version of this
figure is available only in the electronic edition.
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changes in source properties, including the air-gun source and
wavefield properties near the source. We analyze the delay
between the dt signal and the possible environmental data that
exhibit seasonal changes to identify the dominant driving
mechanism of the seasonal seismic velocity changes. These
include the atmospheric temperature, precipitation, and the
Dayindian reservoir water level records.

The effect of Dayindian reservoir water level
change on the air-gun signal
Reservoir impoundment and discharge cause changes in the
water level, leading to alterations of source characteristics.

In 2013, the water level could reach 20 m in the winter and
less than 8 m in summer (black line in Fig. 5a). The main fre-
quency stemmed from the daily stacked signals recorded by the

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 4. Delay time (dt) of S wave between the linear stacked
reference Green’s functions and daily stacked Green’s functions in
the years 2013, 2014, 2015 (red dots) at the selected stations. The
delay time shows a sudden rise on the 351st day in 2014. There is
a clear correlation between the delay time (red dots) and the
temperature (gray curve), water level change of Dayindian reser-
voir (black curve) and the mean local rainfall (green curve). The
color version of this figure is available only in the electronic edition.
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reference CKT station (∼50 m; hollow star in Fig. 5a). Changes
in the water level will cause changes in the main frequency
of the signal (green dots in Fig. 5a). Because the reservoir
water level rises, the dominant frequency of the air-gun signal
also increases. The delay time dt from the vertical component
seismogram of the CKT station (∼50 m) is most sensitive to
changes in the water level of the Dayindian reservoir (Fig. 5b).
Up to ∼0.01 s delay changes in the later coda wave (5–6 s win-
dow) of the CKT station can be solely generated by the changes
of Dayindian water level. The delay time is inversely propor-
tional to the Dayindian water level change, except for the first
observation in the delay time in 2014. We believe this one
might be an outlier.

When the water level of the reservoir changes gradually
(e.g., the water level of the Dayindian reservoir dropped 8 m
within the first 120 days in the year 2013 with obvious increas-
ing or decreasing trend; Fig. 5a), the dominant effect is the fre-
quency and amplitude changes in the air-gun signal (Liu et al.,
2021), thus influencing the derived delay time between the air-
gun waveforms. One crucial question is how far can the water
level change affect. Liu et al. (2021) found that nearly all sta-
tions where apparent travel-time changes can be observed are
mainly affected by the changes in the reservoir water level.
Similar to what we observed in the CKT station, the delay time
in farther away stations also shows an inverse trend compared
to the water level change (Fig. 4). In this case, the deconvolu-
tion method can hardly eliminate the influence of the abrupt
water level change.

However, when the water level of the reservoir changes gen-
tly (a slight change of water level within ∼3 m over ∼120 days
and it shows nearly zero trend during the period; e.g., the water
level of the Dayindian reservoir oscillates within 3 m between
the wintertime of 2014 and the springtime of 2015), the delay
time changes differently with the water level before and after
the deconvolution method is applied (Figs. 4 and 5b). The
delay time result of the CKT station is without applying the
deconvolution method. The delay time changes inversely with
the water level (Fig. 5b; and Fig. S4). For the gentle change type,

we calculated the correlation coefficient between the delay time
and the water level change, which is −0.8, indicating a highly
inverse relation (see Fig. S4a). Furthermore, we applied a high-
pass filter to both the delay time and the water level data to
better emphasize their inverse relation (see Fig. S4c). For the
gradual change type, the inverse correlation between the delay
time and the water level change is even higher, that is, −0.9 (see
Fig. S4b). In addition, we applied a running mean method to
both the delay time and the water level data. One can clearly
find that the delay time is inversely correlated with the water
level (see Fig. S4d).

In contrast, the delay time of the farther stations changes
after using the deconvolution method changes accordingly
with the water level (Fig. 6). This phenomenon indicates that
the deconvolution can, to some extent, reduce the influence of
the water level change to secondary governing reasons. Apart
from water level changes affecting the air-gun signal (the
source), other reasons affect the material properties, and thus
influence the derived delay time.

The poroelastic effect from Dayindian reservoir
water level change
According to dv/v = −dt/t, the velocity change is inverse with
the water level change when the water level changes gently (the
wintertime of 2014 to the spring time of 2015; Fig. 6). The
inverse relation between velocity change and the Dayindian

(a) (b)

Figure 5. (a) Main frequency of the air-gun signal recorded by the
CKT station (green dots) changes with the water level of
Dayindian reservoir (black line). Days with air-gun excitation are
marked with hollow stars. (b) Delay time (dt) of S-coda wave (5
and 6 s window after the picked arrival time with 1 s length)
between the linear stacked reference raw waveform and daily
stacked raw waveforms of years 2014, 2015 (green dots) at the
reference CKT station (∼50 m). There is a clear correlation
between water level change of Dayindian reservoir (black dashed
curve) and the delay time (green curve). The color version of this
figure is available only in the electronic edition.
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water level change is similar to the result found by Sens-
Schönfelder and Wegler (2006) and Mordret et al. (2016).
In Mordret et al. (2016), the increase of ground water level
(the subsurface fluid distribution, not the reservoir water level
in our study) from precipitation was found to increase the pore
pressure and reopen the pores, leading to a seismic velocity
decrease. Thus, the dominant contributors to the seasonality
of most stations are probable poroelastic effect (Fig. 6).

We adopt the finite-element software (COMOSL
Multiphysics) to simulate the poroelastic strain change caused
by water level change. In this way, we can quantify the depth
and horizontal distance affected by the pore-pressure change
and determine whether the stations with different offsets can
be influenced with a significant value. The poroelasticity
describes the fluid flow in an elastic porous solid governed
by mass conservation and Darcy’s law. The governing equation
is:

∂�ρϕ�
∂t

� ∇ · ρ

�
−k
μ
�∇p� ρgz�

�
� Qm, �2�

in which ρ is the fluid density, ϕ is the porosity, k is the per-
meability, μ is the viscosity, p is the pore pressure, g is the mag-
nitude of gravitational acceleration, z is the vertical coordinate,
and Qm is the mass source. The strain amplitude is calculated
with parameters listed in Table 1.

Assuming the shape of the reservoir is a square of 2 km by
2 km (see Fig. S5 for the 2D geometric model for the water

reservoir load). The extreme example is that we set water level
drops linearly from 15 to 0 m within 90 days and select the
cross section of the reservoir to create a 2D model, with a uni-
formly distributed load of −1:5 × 105 Pa at the bottom of the
reservoir with a water head of 15 m. Notably, the hydrologic
effect in Tsai (2011) stems from the groundwater table, in
which the pore pressure is set as p0 � 2:9 × 104 Pa, corre-
sponding to a 3 m groundwater level change. Kalpna and
Chander (2000) discussed the pore-pressure changes from
the reservoir water load, indicating that the pore-pressure
change of 5 kPa at the depth of 4.5 km was induced from a
nearly 20 m reservoir water level change. Thus, the pore pres-
sure induced by reservoir water level change in our case is far
lower than that of the poroelastic model in Tsai (2011).

The water level change will cause temporal changes of sub-
surface medium near the source region. As shown in Figure 7,
this also affects the temporal changes along the wavepath, espe-
cially within ∼4 km, which could be recorded by all stations
through the poroelastic effect. Usually, there is a phase delay
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(d) (e) ( f )
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Figure 6. Delay time (dt) of S wave between the linear stacked
reference Green’s functions and daily stacked Green’s functions
of years 2014, 2015 (red dots) at the selected stations for which
the delay time shows a sudden rise on the 351st day, 2014. There
is an ∼2 m water level rise corresponding to the sudden increase
of delay time at the time of the 351st day in 2014. The color
version of this figure is available only in the electronic edition.
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between the velocity change and the water level change. Tsai
(2011) found that the dominant parameter influencing the
phase lag for the poroelastic solution is the hydraulic diffusiv-
ity. The phase lag time between measured velocity change and
reservoir water level change depends on the diffusion of water
and pore pressure from the reservoir to the station (Luzón
et al., 2010). As discussed by Kalpna and Chander (2000),
the total pore pressure induced at 4.5 km depth follows with
the water level with a phase lag of 30–40 days.

If the poroelastic effect from the water level change repre-
sents the dominant contribution, the delay time of three sta-
tions with ∼2.3, ∼4.5, and ∼21 km distance away from the
reservoir will experience a different phase lag compared to
the water level change, which is not found in our observation
(Fig. 8). Other factors that have uniform coverage of the sta-
tions within 20 kmmay explain the consistency of the observed
temporal changes.

Rainfall
The rainfall takes effect through direct loading or pore-pres-
sure change. The latter poroelastic effect can extend to much
greater depths (Tsai, 2011). The direct loading either increases
or decreases the seismic velocity, depending on the medium
property, such as the direction of the loading could open or
close the underlying cracks (Li et al., 2021). However, increase
in the pore pressure from the infiltration of rainfall tends to
decrease the seismic velocity (Mordret et al., 2016).

The mean daily rainfall can hardly exceed 20 cm in our
research area, and the rainfall data show apparent seasonal var-
iations, with a peak in summer and a trough in winter (Fig. 4).
However, there is no air-gun observation during summertime.
The air-gun excitation focuses on wintertime with sparse rain-
fall. Thus, it is hard to determine whether there is a phase cor-
relation between the travel-time change (dt) and the rainfall
data. Liu et al. (2021) found that the seismic travel-time

changes from the ambient noise data do not obviously corre-
late to the local rainfall but were induced by the poroelastic
effect from the precipitation and evaporation. The travel-time
changes (dt) lag behind the precipitation for about one month.
In our case, the delay time changes (dt) in most stations show
consistent variation (Fig. 4); we suggest that the seasonal delay
time changes are not governed by the rainfall either through
direct loading or poroelastic effect. The relationship between
the delay time changes and the rainfall is still open and requires
further investigation.

The thermoelastic effect
The temperature has always been viewed as a mechanism for
seasonal velocity changes through the thermoelastic effect
(Ben-Zion and Leary, 1986; Richter et al., 2014; Luan et al.,
2022). As summarized by Ben-Zion and Allam (2013) and
Tsai (2011), the thermoelastic strain induced by temperature
change has an ∼2 months’ delay with temperature. Upon
introducing an unconsolidated upper layer, the delay will
become larger.

In our research area, the borehole strainmeter located in
Yongsheng with three years’ observed volume strain is shown
as the red curve in Figure 8. The annual half-space strain
recorded by the Yongsheng strainmeter is delayed about
100 days with the corresponding surface temperature signal.
We shift the observed strain curve and the observed temper-
ature curve by different time windows (the step is 10 days).
When it reaches around 100 days, the correlation coefficient
reaches the maximum value. Using the method of Ben-Zion
and Leary (1986) and Tsai (2011), the 100 days’ delay between
the observed strain and the thermoelastic strain would indicate
about 2 m of an unconsolidated upper layer (yb) at that loca-
tion. The thickness of yb is given by

yb � 2 × Δt
�����������
πκ=τ

p
, �3�

in which Δt is the delay between the observed strain and the
thermoelastic strain, κ is the thermal diffusivity, τ is the annual
period, τ � 365.

TABLE 1
Model Parameters for the Poroelasticity

Reservoir Parameters Values

Poisson’s ratio 0.25

Porosity 0.1

Density of the rock 2300 kg=m3

Permeability 10−14 m2

Young’s modulus 50 GPa

Biot–Willis coefficient 0.9

Figure 7. The simulation results of the water reservoir loading
process. The vertical strain caused by a water level decrease of
15 m at t = 90 days is shown in different colors. The color version
of this figure is available only in the electronic edition.
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We continue by evaluating the temperature-induced ther-
moelastic strain using the simplified equation by Tsai (2011)

ϵ xx�x,y,t� ≈ A�t� sin kx × e−ky�2�1 − ν� − ky�, �4�

ϵ yy�x,y,t� ≈ −A�t� sin kx × e−ky�2ν − ky�: �5�

The amplitude A(t) is given by

A�t� � 1� ν

1 − ν
kαthT0

����
κ

ω

r
e−

���
ω
2κ

p
yb cos

�
ωt −

�����
ω

2κ

r
yb −

π

4

�
, �6�

in which ν is the Poisson’s ratio, αth is the thermal expansion
coefficient, κ is the thermal diffusivity, k is the horizontal wave-
number, and ω is the frequency. The values are given in Table 2.

We compare the observed strain with the velocity change
recorded by three stations with source–receiver distance of
2.3, 4.5, and 21 km, respectively (Fig. 8). The step on the
351st day in 2014 caused by the water level change has been
removed to focus on the thermal effect. The seasonal changes
in the seismic velocity are on the order of ∼0.1%. Notably, apart
from the velocity change on the 351st day in 2014, the general
trend of velocity change is consistent with the observed strain
data. Besides, there is little phase lag between the velocity
changes of the three stations and the observed strain.

The observed temperature record exhibits an apparent sea-
sonal variation (green curve in Fig. 9a), with ∼100 days’ delay
compared to the observed strain data in Yongsheng station
(red curve in Fig. 9a). We take the temperature variations
at a depth of 2 m as the input source for calculating the ther-
moelastic strain amplitude (equation 5). Detailed information
for the equation can be found in Tsai (2011). The predicted
strain used to compare with the observed volume strain is
the sum of the horizontal plane strain ϵ xx and vertical strain
ϵ yy . In Figure 9b, after introducing the unconsolidated upper
layer yb � 2, the phase of the modeled thermoelastic strain
agrees well with the observed strain. The amplitude of thermo-
elastic strain can contribute nearly 75% of the observed strain.

Tsai (2011) evaluated the velocity changes induced by
thermoelastic strain using third-order elasticity theory of
Murnaghan (1951) and argued that the thermoelastic effect
was hard to explain the ∼0.2% velocity change. However,
because Δv

v is the local velocity change rather than observed
velocity change, we should compare

R
r
ΔV
V dr (r is the whole

wavepath) with the ∼0.2% velocity change rather than ΔV
V itself

(Luan et al., 2022), calculated from Murnaghan parameters.
Indeed, the observed velocity change is comparable with the
integral of ΔVV over the whole wavepath induced by the thermo-
elastic strain (Richter et al., 2014). Luan et al. (2022) also con-
firmed their observed annual and daily seismic velocity
changes with the thermoelastic stress. The thermoelastic stress
and strain induced by surface temperature changes with
annual cycle are calculated using the method in Richter et al.
(2014).

TABLE 2
Model Parameters for the Thermoelastic Strain

Reservoir Parameters Symbol Values

Poisson’s ratio v 0.25

Angular frequency ω 2 × 10−7 s−1

Temperature amplitude T0 2.5°C

Wavenumber k 2π=10 km

Linear thermal expansion α 10−5°C−1

Thermal diffusivity κ 10−6 m2=s

Figure 8. Three years of observed strain (red line) in borehole
strainmeter in Yongsheng station (red line) and measured S-wave
velocity change in station 53278 (∼2.3 km), station 53262
(∼4.5 km) and station 53281 (∼21 km). The color version of this
figure is available only in the electronic edition.
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Conclusions
The travel-time (dt) changes from P and S wave from 3 yr of
air-gun data in the Binchuan area shows significant seasonal
variations. The phases of the seasonal variations recorded
by different stations have remarkably consistent patterns.
Quantitative analysis of the environmental influence will help
us build a better model for the correction of seasonal effects.

Our results suggest that the water level change causes wave-
form distortion and induces a main frequency change in the
air-gun signal. However, the water level affects the measured
delay time in two ways. When the water level of the reservoir
changes abruptly, the dominant effect on the derived delay
time change is from the water level change. We observed that
the delay time correlates inversely to the water level change. In
this case, the deconvolution method can hardly eliminate the
influence of the abrupt water level change. When the reser-
voir's water level changes gently, the delay time varies accord-
ingly with the water level through the poroelastic effect. The
phases of delay time also correlate to the temperature change.
We compared the impact of the poroelastic effect and the influ-
ence of the thermoelastic effect. The thermoelastic effect from
temperature change appears to be the most reasonable cause of
the seasonality. The general trend of the velocity change at sta-
tions farther away is consistent with the observed strain data,
which is dominated by the thermoelastic strain. The observed
velocity change is comparable with the integral of the local
velocity change over the entire wavepath induced by the ther-
moelastic strain.

Our study shows that although the long-term air-gun signal
is affected by water level, there is still much information about
changes in the subsurface that is worth mining. The analysis of
the travel-time changes based on the air-gun data and the

driving forces, including reservoir water level change and
atmospheric reasons, can provide insights to understand the
mechanism of the seismic velocity changes in the subsurface.
This also provides a better model for correcting seasonal
effects, leading to a more precise estimation of seismic velocity
change and an understanding of the variations in the subsur-
face structure.

Data and Resources
The seismic data used in this study were collected from the ChinArray
Seismic Data Center available at http://www.chinarraydmc.cn (doi:
10.12001/ChinArray. Data). Data can also be obtained from the
coauthor Baoshan Wang under request. The supplemental material
includes five additional figures.
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(black line). The color version of this figure is available only in the
electronic edition.
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NASA’s Shuttle Radar Topography Mission (SRTM) topography data
used in Figure 1 were downloaded from https://www.usgs.gov/centers/
eros (last accessed December 2021). The other figures were prepared
with Generic Mapping Tools (Wessel et al., 2013). Figure S1 was pre-
pared with Google Earth Pro V 7.3.6.9345; Dayindian reservoir: 25° 48′
19″N, 100° 29′ 54″ E, 1593 m, and the relevant information is available
at http://earth.google.com (last accessed April 2022).
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