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Abstract

Active sources, especially air-gun sources in the water reservoir, have proven to be powerful tools for detecting regional scale velocity changes. However, the water level change affects the repeatability of the air-gun waveform and, thus, affects the stability of the detection of the velocity changes. This article explores how to make full use of the air-gun signals excited at different water levels from analyzing three years of air-gun data recorded by 20 stations deployed from ∼ 50 m to ∼ 25 km from the source. At the same time, by utilizing the poroelastic model, we quantify both vertical and horizontal distances affected by the water level change. More important, supported by the strain data from one borehole strainmeter station, the influence mechanisms of the seasonal variation derived from the three years of air-gun data are also discussed. Results indicate the water level affects the main frequency of the air gun and has a strong influence on the coda wave. When the water level of the reservoir changes abruptly, the dominant effect on the derived delay time change is from the water level change. In this case, the deconvolution method can hardly eliminate the influence of the abrupt water level change. However, when the reservoir’s water level changes gently, the delay time varies accordingly rather than inversely with the water level. Other reasons affect the material properties and, thus, influence the derived delay time. The modeled vertical component of poroelastic strain caused by the reservoir water level change is $1 \times 10^{-7}$. The observed strain ($4 \times 10^{-7}$) from the strainmeter is likely associated with thermoelastic strain induced by temperature change. Our results show that although the long-term air-gun signal is affected by water level, there is still much information about changes in the subsurface that is worth mining.

Introduction

A variety of processes cause subsurface structural changes with time, including long-term tectonic stress build-up, short-term stress changes from seismic and volcanic processes (e.g., Schaff and Beroza, 2004; Brenguier et al., 2008, 2014; Yang et al., 2014), periodic changes caused by Earth tides (Reasenberg and Aki, 1974; Yamamura et al., 2003; Takano et al., 2014), and environmental reasons (Sens-Schönfelder and Wegler, 2006; Niu et al., 2008; Meier et al., 2010; Richter et al., 2014). Because seismic velocity changes may provide reliable precursors to earthquakes and volcanic eruptions (Wegler et al., 2006; Brenguier et al., 2008; Niu et al., 2008), the quantitative understanding and correction of the environmentally caused seismic velocity changes is very important to improve their detection ability (Wang et al., 2017).

Because the quantitative comprehension of the crustal reaction to outside loadings is very crucial, various repeatable passive and active sources were applied in the detection of seismic velocity changes (Reasenberg and Aki, 1974; Yamamura et al., 2003; Brenguier et al., 2008; Niu et al., 2008; Hillers et al., 2015;...
Wang et al., 2020). A large volume air-gun array has been proved to be a powerful tool to monitor seismic velocity changes (Reasenberg and Aki, 1974; Chen et al., 2007; Liu et al., 2021; Yang et al., 2021), especially in detecting daily velocity changes (Wang et al., 2020; Luan et al., 2022). However, studying seasonal variation with long-term air-gun signals is more challenging. The commonly studied environmental processes can strongly influence the seasonal changes in seismic velocities, such as temperature changes (Ben-Zion and Allam, 2013; Richter et al., 2014), atmospheric pressure (Wang et al., 2008), rainfall (Sens-Schönfelder and Wegler, 2006), and changes in the stress and strain due to alterations in the reservoir water level (Liu et al., 2021) and groundwater level (Tsai, 2011; Yang et al., 2018). More notably, the water level change affects the repeatability of the air-gun waveform and, thus, whether we can use the long-period air-gun data to detect the subsurface variations remains unknown (Liu et al., 2021).

Based on the Binchuan Fixed Air-gun Signal Transmission Station (FASTS), an air-gun array was deployed in the Dayindian water reservoir in Binchuan, west Yunnan, China (Wang et al., 2012). Liu et al. (2021) analyzed the influences of the reservoir water level change on the detection of air-gun seasonal travel-time changes in Binchuan, Yunnan, China. They found that the reservoir water level change affected the seismic travel-time changes of air-gun signals. Using nearly one-year air-gun data and ambient noise data in Binchuan, they concluded that the pattern of travel-time changes from the air-gun source differed from ambient noise. However, they did not quantify the effect of reservoir water level change on the repeatability of air-gun signals and the subsurface medium around the reservoir. The quantitative analysis of the influence of reservoir water level change is crucial, especially in deriving the subsurface structural variation from the repeated air-gun source.

Thus, we try to investigate the velocity changes and quantify the effect of reservoir water level change from analysis of three-year air-gun data from 2013 to 2015 in the same research area. Most previous studies did not compare the velocity change with records from strainmeter (Wang et al., 2012, 2020; Liu et al., 2021). The combination of using a repeatable air-gun source recorded by 20 stations with one borehole strainmeter is a remarkable coincidence, which enables us to investigate the temporal velocity changes in detail. In this study, we take advantage of signals excited at different water levels by introducing the deconvolution method to remove the impact of source change. Furthermore, we quantify the vertical and horizontal distances affected by the pore-pressure change from the poroelastic model. Subsequently, we report the observed seasonal velocity change and seasonal volumetric strain that occurs due to the thermal effect.

**Study Region and Seismic Experiments**

Utilizing the large-volume air-gun array, the world’s first FASTS in land was built in the Binchuan basin, western Yunnan, in April 2011 (Wang et al., 2012). The region is tectonically active with numerous fault zones and frequent earthquakes (e.g., Jiang et al., 2020, 2021; Yang et al., 2020). The most recently notable one is the 2021 M 6.4 Yangbi earthquake that was preceded by a profound foreshock sequence, exhibiting a cascading rupture manner (e.g., Zhang et al., 2022; Zhu et al., 2022). Identifying subsurface changes during the earthquake preparation stage was one of the objectives to construct the FASTS in the region.

The air-gun array is positioned in the Dayindian reservoir (see Fig. 1a for array position; and Figs. S1 and S2, available in the supplemental material to this article, for the condition of the air-gun experiment), which is a 2 km$^2$ medium-size reservoir located on the Daying River, 7 km west of the Binchuan County, performing tasks such as flood control and irrigation. The air guns were placed 2 m underneath a 7 m$^2$ steel structure, which were towed 8 m below the water surface. The array was made up of four Bolt 1500LL air guns with firing pressure of 15 MPa, which are highly efficient for energy conversion and capable of generating highly repeatable signals (Chen et al., 2014, 2017). The air-gun array was tested in 2011 and operating continuously since January 2013. The timing of air guns and the signal sampling in each receiver were accurately synchronized to the Global Positioning System (GPS) clock.

We selected 20 portable stations around the Binchuan seismic signal transmitting station (Fig. 1a). The nearest station CKT was deployed around 50 m from the source; the furthest station was at a distance of ~25 km from the source. Each station was equipped with a Gürarp CMG-40T short-period sensor (frequency band from 2 s to 100 Hz) and a Reftek 130B datalogger (sampling rate of 100 data points per second). Most measurements were performed about 15 times every 24 hr from 10 p.m. to 5 a.m., during which the anthropogenic noise level is much lower (Song and Yang, 2022). Because of rainfall and the irrigation water used by the surrounding residents, the water level of the Dayindian reservoir changes to some extent (Fig. 1b,c). The water level of the reservoir was measured twice a day, once at 8 a.m. in the morning and once at 8 p.m. in the evening. In summer, the water level is below 5 m, which is not appropriate for air-gun excitation (Luan et al., 2016). Thus, we lack data from day 129 to day 284. For various reasons, some shots are not recorded by all stations. The surface temperature, precipitation, and barometric pressure was likewise collected from the European Centre for Medium-Range Weather Forecasts, ECMWF, near the air-gun site.

A YRY-4 four-component borehole strainmeter is located in Yongsheng, about 121 km away from the air-gun source, which is not affected by the water level change of the Dayindian reservoir. The strainmeter is at a depth of 45 m (Chi, 2009). The instrument has a strain resolution of $10^{-10}$. In YRY-4, the sum of two components of strain perpendicular to each other represents the volume strain (Chi, 2009).
Figure 1. (a) Location of experiment site (red square) showing the air-gun source (red star) and stations (black triangle) used in this study. Cheng-hai fault and Red River fault are denoted by black lines. Lower inset figure shows tectonic setting in the region and the location (red box) of the study area. (b) Vertical component signals (band-pass filtered 3–5 Hz) recorded by the nearest CKT station (∼50 m) from 5 March 2014 to 27 February 2015. (c) Vertical component signal from two air-gun shots on 16 April 2013 with the water level of Dayindian reservoir at 12.16 m (red) and the signal on 7 January 2013 with a water level of 17.04 m. The color version of this figure is available only in the electronic edition.
**Methodology**

**Preprocessing**

The air-gun excitation log records the excitation time from the GPS-synchronized process during each air-gun excitation. However, due to the influence of the gun control equipment, mechanical delay, time recording accuracy, and so forth, the recorded excitation and real excitation time in the gun control log exhibit a slight difference (Luan et al., 2022). Therefore, we crop a 100 s air-gun signal of the nearest CKT station (∼50 m from the air-gun source) and use it as the template. Then we apply the cross-correlation technique between the template and all the other signals of the CKT station to determine the relative air-gun excitation time. We can crop the 100 s signals recorded by other stations with the relative air-gun excitation time. All the cropped signals are de-averaged, detrend processed, and filtered by the 3–5 Hz Butterworth band-pass filter (Luan et al., 2022). Because the source repeatability is quite high, the records are daily linear stacked to obtain an average signal.

**Retrieving the Green’s function**

After preprocessing, the air-gun signals recorded by the nearest station are highly repeatable especially in the body wave part (Fig. 1b), and stacking them can produce excellent seismograms on stations both near and far from the source (Fig. 2a). However, a time shift caused by water level differences still exists, especially in the coda wave part (Figs. 1b and 2a). Therefore, before we estimate the travel-time change \( (dt) \) in each station, we use a water-level deconvolution method to reduce the impact of delay time drift that does not stem from the real subsurface variation (Luan et al., 2016, 2022; Wang et al., 2020). The calculation method of the Fourier spectrum \( G(\omega) \) of the Green’s function is

\[
G(\omega) = \frac{U(\omega)S(\omega)}{\max\{S(\omega)S^*(\omega), C \max\{S(\omega)S^*(\omega)\}\}},
\]

in which \( U(\omega) \) is the spectra of the far-field record, \( S(\omega) \) is the spectra of the source signal, and \( S^*(\omega) \) represents the complex conjugate. The water-level factor \( C \) is set as 0.0001. We choose the water-level deconvolution method because it has better computational efficiency compared with the time-domain iterative deconvolution method (e.g., Clayton and Wiggins, 1976; Ligorría and Ammon, 1999). The records of the nearest station CKT (offset ∼50 m) are used as the source signals. The vertical component of this figure is available only in the electronic edition.
Green’s functions are obtained by deconvolving the farther stations’ signals with the source signals for every air-gun excitation (as Yang et al., 2018; Wang et al., 2020; Luan et al., 2022). This procedure removes the influence of the source change (including air-gun fluctuating, working pressure fluctuating, etc.). The Green’s functions from the remaining stations to the reference CKT station are obtained on an hourly basis. Because of the reproducibility of the source, we then combine all the vertical Green’s functions of each station to provide a reference Green’s function through the linear stacking method. Comparing the stacked seismograms for the years 2014 and 2015 (Fig. 2a) and the reference Green’s function for the years 2014 and 2015 (Fig. 2b), we can see that subtle source changes shown because time shifts between the waveforms are eliminated to a certain extent through the deconvolution method.

Travel-time change measurement
We use the sliding window cross-correlation technique to extract the slight difference, \( dt \), in the travel times of the waveforms from the two air-gun shots. The position of the cross-correlation function maxima between unperturbed and perturbed wavefields yields the value of \( dt \) (Snieder et al., 2002; Wang et al., 2008, 2020). The cosine interpolation of the calculation result is obtained to extract the travel-time change (\( dt \)) with higher precision to improve the accuracy. When there is a change in the bulk velocity field, the travel-time change \( dt \) and the absolute travel time \( t \) will exhibit a linear relationship (e.g., Niu et al., 2008; Snieder et al., 2006). The relative velocity change, \( dv/v \), is inverse to the slope of \( dt/t \) (i.e., \( dv/v = -dt/t \)).

The correlation coefficients and time shifts as a function of time are calculated by shifting a 0.3 s moving window from the first arrival time of the \( P \) wave. The 0.3 s moving window length was chosen because it approximated the length of a one-cycled waveform. The length of the time window was set to 1.0 s. We use the yearly stacked waveform as the reference when calculating the temporal travel-time variation (\( dt \)). All resulting temporal variations are measured between the reference and each daily stacked waveform in different stations. We focused on the travel-time changes (\( dt \)) of the first arrival and maximum amplitude of the vertical Green’s function, which are regarded as \( P \) and \( S \) waves, respectively.

Results
We calculated the cross correlation between each daily stacked Green’s function and the corresponding yearly stacked reference trace at station 53278 (offset \( \sim 2.32 \) km) (Fig. 3). The result yields high coherency in the \( P \)-wave (red box) and \( S \)-wave part (blue box) and large decoherence in the later coda-wave part. The correlation coefficients of the waveforms in the box are relatively high (>0.9) (Fig. 3c). For simplicity, we only plotted the waveforms of the year 2014 together with yearly stacked (red) and daily stacked (black) Green’s function (Fig. 3b). The delay time of 3 yr of Green’s function in the top is calculated using the red box that is considered to be \( P \) wave, and the \( S \) wave in the blue box, respectively (Fig. 3a). The blank space shows the summer time with no air-gun excitation due to low water levels of the Dayindian reservoir (<5 m; Luan et al., 2016). The \( P \) and \( S \) waves show the same trend in terms of the delay time. This confirms the robustness of the measured travel-time changes (\( dt \)). Furthermore, the delay time shows evident seasonal variations. On most days, the delay time of the \( P \) wave (red dots) changes is slightly stronger than that of the \( S \) wave (blue dots; e.g., 0–50 days). This indicates that the velocity changes of the \( P \) wave are stronger than the \( S \) wave velocity changes in station 53278 (offset \( \sim 2.3 \) km). This observation is consistent with the results from laboratory experiments, indicating that \( V_S \) is less sensitive to the effective stress than \( V_P \), especially at shallow depths (Winkler and Liu, 2005; Wang et al., 2020). The standard deviation of the measurements is 10^{-3}.

The periodic annual cycle dominates the delay time (Fig. 3a), which is visible on almost all stations (Fig. 4). The delay time of station 53278 decreases in January followed by a slight increase in February and a sharp increase in March. Such cycles repeat all the years from 2013 to 2015. Because of the lack of data, it is difficult for us to investigate the cycle in summer times. However, based on the data collected during the period August to December in 2014, we can clearly observe a slight decrease. Such decrease is consistent with the findings in the other two years even though with a shorter period. The delay time is remarkably similar at station 53278 (~2.32 km) and station 53262 (~4.45 km; Fig. 4a,c), indicating that the temporal changes of material properties are induced by similar factors. Because the location of station 53265 (offset ~4.05 km) is the nearest station to the Chenghai fault, the delay time of station 53265 behaves differently, and there is no apparent seasonal change (Fig. 4b).

The differences in the delay time recorded by stations originate from the difference in rock property along the ray path. The rock property near the fault is generally characterized with high crack and high pore density. The delay time (or velocity changes) from the stations near the fault (e.g., station 53265) is stronger than the data observed in the mountain area. There is a sharp jump in the delay time in numerous stations starting from the 351th day in 2014 (black dashed line in Fig. 4). The background seismicity does not indicate that a large earthquake happened on that day. The precipitation or groundwater level changes are also unlikely to contribute to the sudden change in the observations. The sudden 2 m rise in the Dayindian water level (see Fig. 4; and Fig. S3) have caused an obvious change in the air-gun location, which resulted in the abrupt velocity change recorded by most stations. Although there are other sudden water level increases, they did not cause such impacts on the air-gun location and also on the delay time.

Discussion
The seasonal velocity changes may stem from two possible reasons. One is the changes in material properties. The other is the
Figure 3. (a) Delay time (dt) of P wave (red) and S wave (blue) between linear stacked reference Green's function of year 2014 and daily stacked Green's function of 2014 at station 53278 (∼2.3 km). (b) Band-pass filtered (3–5 Hz) vertical component reference Green's function (red) and daily stacked Green's functions of 2014 (black). The red and blue rectangles indicate the time windows of P and S waves used to estimate the travel-time changes, respectively. (c) Correlation coefficient between and daily stacked Green's functions. The color version of this figure is available only in the electronic edition.
changes in source properties, including the air-gun source and wavefield properties near the source. We analyze the delay between the $dt$ signal and the possible environmental data that exhibit seasonal changes to identify the dominant driving mechanism of the seasonal seismic velocity changes. These include the atmospheric temperature, precipitation, and the Dayindian reservoir water level records.

The effect of Dayindian reservoir water level change on the air-gun signal
Reservoir impoundment and discharge cause changes in the water level, leading to alterations of source characteristics.

In 2013, the water level could reach 20 m in the winter and less than 8 m in summer (black line in Fig. 5a). The main frequency stemmed from the daily stacked signals recorded by the

Figure 4. Delay time ($dt$) of $S$ wave between the linear stacked reference Green's functions and daily stacked Green's functions in the years 2013, 2014, 2015 (red dots) at the selected stations. The delay time shows a sudden rise on the 351st day in 2014. There is a clear correlation between the delay time (red dots) and the temperature (gray curve), water level change of Dayindian reservoir (black curve) and the mean local rainfall (green curve). The color version of this figure is available only in the electronic edition.
reference CKT station (≈50 m; hollow star in Fig. 5a). Changes in the water level will cause changes in the main frequency of the signal (green dots in Fig. 5a). Because the reservoir water level rises, the dominant frequency of the air-gun signal also increases. The delay time $dt$ from the vertical component seismogram of the CKT station (≈50 m) is most sensitive to changes in the water level of the Dayindian reservoir (Fig. 5b). Up to ≈0.01 s delay changes in the later coda wave (5–6 s window) of the CKT station can be solely generated by the changes of Dayindian water level. The delay time is inversely proportional to the Dayindian water level change, except for the first observation in the delay time in 2014. We believe this one might be an outlier.

When the water level of the reservoir changes gradually (e.g., the water level of the Dayindian reservoir dropped 8 m within the first 120 days in the year 2013 with obvious increasing or decreasing trend; Fig. 5a), the dominant effect is the frequency and amplitude changes in the air-gun signal (Liu et al., 2021), thus influencing the derived delay time between the air-gun waveforms. One crucial question is how far can the water level change affect. Liu et al. (2021) found that nearly all stations where apparent travel-time changes can be observed are mainly affected by the changes in the reservoir water level. Similar to what we observed in the CKT station, the delay time in farther away stations also shows an inverse trend compared to the water level change (Fig. 4). In this case, the deconvolution method can hardly eliminate the influence of the abrupt water level change.

However, when the water level of the reservoir changes gently (a slight change of water level within ≈3 m over ≈120 days and it shows nearly zero trend during the period; e.g., the water level of the Dayindian reservoir oscillates within 3 m between the wintertime of 2014 and the springtime of 2015), the delay time changes differently with the water level before and after the deconvolution method is applied (Figs. 4 and 5b). The delay time result of the CKT station is without applying the deconvolution method. The delay time changes inversely with the water level (Fig. 5b; and Fig. S4). For the gentle change type, we calculated the correlation coefficient between the delay time and the water level change, which is ≈−0.8, indicating a highly inverse relation (see Fig. S4a). Furthermore, we applied a high-pass filter to both the delay time and the water level data to better emphasize their inverse relation (see Fig. S4c). For the gradual change type, the inverse correlation between the delay time and the water level change is even higher, that is, −0.9 (see Fig. S4b). In addition, we applied a running mean method to both the delay time and the water level data. One can clearly find that the delay time is inversely correlated with the water level (see Fig. S4d).

In contrast, the delay time of the farther stations changes after using the deconvolution method changes accordingly with the water level (Fig. 6). This phenomenon indicates that the deconvolution can, to some extent, reduce the influence of the water level change to secondary governing reasons. Apart from water level changes affecting the air-gun signal (the source), other reasons affect the material properties, and thus influence the derived delay time.

**The poroelastic effect from Dayindian reservoir water level change**

According to $dv/v = -dt/t$, the velocity change is inverse with the water level change when the water level changes gently (the wintertime of 2014 to the spring time of 2015; Fig. 6). The inverse relation between velocity change and the Dayindian
water level change is similar to the result found by Schönfelder and Wegler (2006) and Mordret et al. (2016). In Mordret et al. (2016), the increase of ground water level (the subsurface fluid distribution, not the reservoir water level in our study) from precipitation was found to increase the pore pressure and reopen the pores, leading to a seismic velocity decrease. Thus, the dominant contributors to the seasonality of most stations are probable poroelastic effect (Fig. 6).

We adopt the finite-element software (COMOSI Multiphysics) to simulate the poroelastic strain change caused by water level change. In this way, we can quantify the depth and horizontal distance affected by the pore-pressure change and determine whether the stations with different offsets can be influenced with a significant value. The poroelasticity describes the fluid flow in an elastic porous solid governed by mass conservation and Darcy’s law. The governing equation is:

$$\frac{\partial (\rho \phi)}{\partial t} + \nabla \cdot \left[ \frac{-k}{\mu} (\nabla p + \rho g z) \right] = Q_m, \quad (2)$$

in which \(\rho\) is the fluid density, \(\phi\) is the porosity, \(k\) is the permeability, \(\mu\) is the viscosity, \(p\) is the pore pressure, \(g\) is the magnitude of gravitational acceleration, \(z\) is the vertical coordinate, and \(Q_m\) is the mass source. The strain amplitude is calculated with parameters listed in Table 1.

Assuming the shape of the reservoir is a square of 2 km by 2 km (see Fig. S5 for the 2D geometric model for the water reservoir load). The extreme example is that we set water level drops linearly from 15 to 0 m within 90 days and select the cross section of the reservoir to create a 2D model, with a uniformly distributed load of \(-1.5 \times 10^5\) Pa at the bottom of the reservoir with a water head of 15 m. Notably, the hydrologic effect in Tsai (2011) stems from the groundwater table, in which the pore pressure is set as \(p_0 = 2.9 \times 10^4\) Pa, corresponding to a 3 m groundwater level change. Kalpna and Chander (2000) discussed the pore-pressure changes from the reservoir water load, indicating that the pore-pressure change of 5 kPa at the depth of 4.5 km was induced from a nearly 20 m reservoir water level change. Thus, the pore pressure induced by reservoir water level change in our case is far lower than that of the poroelastic model in Tsai (2011).

The water level change will cause temporal changes of subsurface medium near the source region. As shown in Figure 7, this also affects the temporal changes along the wavepath, especially within \(\sim 4 \text{ km}\), which could be recorded by all stations through the poroelastic effect. Usually, there is a phase delay

---

**Figure 6.** Delay time (df) of S wave between the linear stacked reference Green’s functions and daily stacked Green’s functions of years 2014, 2015 (red dots) at the selected stations for which the delay time shows a sudden rise on the 351st day, 2014. There is an \(\sim 2\) m water level rise corresponding to the sudden increase of delay time at the time of the 351st day in 2014. The color version of this figure is available only in the electronic edition.
between the velocity change and the water level change. Tsai (2011) found that the dominant parameter influencing the phase lag for the poroelastic solution is the hydraulic diffusivity. The phase lag time between measured velocity change and reservoir water level change depends on the diffusion of water and pore pressure from the reservoir to the station (Luzón et al., 2010). As discussed by Kalpna and Chander (2000), the total pore pressure induced at 4.5 km depth follows with the water level with a phase lag of 30–40 days.

If the poroelastic effect from the water level change represents the dominant contribution, the delay time of three stations with ∼2.3, ∼4.5, and ∼21 km distance away from the reservoir will experience a different phase lag compared to the water level change, which is not found in our observation (Fig. 8). Other factors that have uniform coverage of the stations within 20 km may explain the consistency of the observed temporal changes.

Rainfall

The rainfall takes effect through direct loading or pore-pressure change. The latter poroelastic effect can extend to much greater depths (Tsai, 2011). The direct loading either increases or decreases the seismic velocity, depending on the medium property, such as the direction of the loading could open or close the underlying cracks (Li et al., 2021). However, increase in the pore pressure from the infiltration of rainfall tends to decrease the seismic velocity (Mordret et al., 2016).

The mean daily rainfall can hardly exceed 20 cm in our research area, and the rainfall data show apparent seasonal variations, with a peak in summer and a trough in winter (Fig. 4). However, there is no air-gun observation during summertime. The air-gun excitation focuses on wintertime with sparse rainfall. Thus, it is hard to determine whether there is a phase correlation between the travel-time change (dt) and the rainfall data. Liu et al. (2021) found that the seismic travel-time changes from the ambient noise data do not obviously correlate to the local rainfall but were induced by the poroelastic effect from the precipitation and evaporation. The travel-time changes (dt) lag behind the precipitation for about one month. In our case, the delay time changes (dt) in most stations show consistent variation (Fig. 4); we suggest that the seasonal delay time changes are not governed by the rainfall either through direct loading or poroelastic effect. The relationship between the delay time changes and the rainfall is still open and requires further investigation.

The thermoelastic effect

The temperature has always been viewed as a mechanism for seasonal velocity changes through the thermoelastic effect (Ben-Zion and Leary, 1986; Richter et al., 2014; Luan et al., 2022). As summarized by Ben-Zion and Allam (2013) and Tsai (2011), the thermoelastic strain induced by temperature change has an ∼2 months’ delay with temperature. Upon introducing an unconsolidated upper layer, the delay will become larger.

In our research area, the borehole strainmeter located in Yongsheng with three years’ observed volume strain is shown as the red curve in Figure 8. The annual half-space strain recorded by the Yongsheng strainmeter is delayed about 100 days with the corresponding surface temperature signal. We shift the observed strain curve and the observed temperature curve by different time windows (the step is 10 days). When it reaches around 100 days, the correlation coefficient reaches the maximum value. Using the method of Ben-Zion and Leary (1986) and Tsai (2011), the 100 days’ delay between the observed strain and the thermoelastic strain would indicate about 2 m of an unconsolidated upper layer (y_b) at that location. The thickness of y_b is given by

\[ y_b = 2 \times \Delta t \sqrt{\pi \kappa / \tau}, \]  \hspace{1cm} (3)

in which \( \Delta t \) is the delay between the observed strain and the thermoelastic strain, \( \kappa \) is the thermal diffusivity, and \( \tau \) is the annual period, \( \tau = 365 \).

### Table 1

<table>
<thead>
<tr>
<th>Reservoir Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson’s ratio</td>
<td>0.25</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.1</td>
</tr>
<tr>
<td>Density of the rock</td>
<td>2300 kg/m³</td>
</tr>
<tr>
<td>Permeability</td>
<td>10⁻¹⁴ m²</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>50 GPa</td>
</tr>
<tr>
<td>Biot–Willis coefficient</td>
<td>0.9</td>
</tr>
</tbody>
</table>

#### Figure 7

The simulation results of the water reservoir loading process. The vertical strain caused by a water level decrease of 15 m at \( t = 90 \) days is shown in different colors. The color version of this figure is available only in the electronic edition.
We continue by evaluating the temperature-induced thermoelastic strain using the simplified equation by Tsai (2011)

\[
\varepsilon_{xx}(x,y,t) = A(t) \sin kx \times e^{-k[y]} [2(1 - \nu) - ky],
\]

(4)

\[
\varepsilon_{yy}(x,y,t) = -A(t) \sin kx \times e^{-k[y]} [2\nu - ky].
\]

(5)

The amplitude \( A(t) \) is given by

\[
A(t) = \frac{1 + \nu}{1 - \nu} \kappa \alpha_{\text{th}} T_0 \sqrt{\frac{k\alpha_{\text{th}}}{\omega}} e^{-\frac{\kappa}{2k\nu}\pi} \cos \left( \omega t - \frac{\omega}{2k\nu} y_b - \frac{\pi}{4} \right),
\]

(6)

in which \( \nu \) is the Poisson’s ratio, \( \alpha_{\text{th}} \) is the thermal expansion coefficient, \( k \) is the horizontal wavenumber, and \( \omega \) is the frequency. The values are given in Table 2.

We compare the observed strain with the velocity change recorded by three stations with source-receiver distance of 2.3, 4.5, and 21 km, respectively (Fig. 8). The step on the 351st day in 2014 caused by the water level change has been removed to focus on the thermal effect. The seasonal changes in the seismic velocity are on the order of \( \sim 0.1\% \). Notably, apart from the velocity change on the 351st day in 2014, the general trend of velocity change is consistent with the observed strain data. Besides, there is little phase lag between the velocity changes of the three stations and the observed strain.

The observed temperature record exhibits an apparent seasonal variation (green curve in Fig. 9a), with \( \sim 100 \) days’ delay compared to the observed strain data in Yongsheng station (red curve in Fig. 9a). We take the temperature variations at a depth of 2 m as the input source for calculating the thermoelastic strain amplitude (equation 5). Detailed information for the equation can be found in Tsai (2011). The predicted strain used to compare with the observed volume strain is the sum of the horizontal plane strain \( \varepsilon_{xx} \) and vertical strain \( \varepsilon_{yy} \). In Figure 9b, after introducing the unconsolidated upper layer \( y_b = 2 \), the phase of the modeled thermoelastic strain agrees well with the observed strain. The amplitude of thermoelastic strain can contribute nearly 75% of the observed strain.

Figure 8. Three years of observed strain (red line) in borehole strainmeter in Yongsheng station (red line) and measured S-wave velocity change in station 53278 (~2.3 km), station 53262 (~4.5 km) and station 53281 (~21 km). The color version of this figure is available only in the electronic edition.

Tsai (2011) evaluated the velocity changes induced by thermoelastic strain using third-order elasticity theory of Murnaghan (1951) and argued that the thermoelastic effect was hard to explain the \( \sim 0.2\% \) velocity change. However, because \( \frac{\Delta V}{V} \) is the local velocity change rather than observed velocity change, we should compare \( \int_{r} \frac{\Delta V}{V} \, dr \) (\( r \) is the whole wavepath) with the \( \sim 0.2\% \) velocity change rather than \( \frac{\Delta V}{V} \) itself (Luan et al., 2022), calculated from Murnaghan parameters.

Indeed, the observed velocity change is comparable with the integral of \( \frac{\Delta V}{V} \) over the whole wavepath induced by the thermoelastic strain (Richter et al., 2014). Luan et al. (2022) also confirmed their observed annual and daily seismic velocity changes with the thermoelastic stress. The thermoelastic stress and strain induced by surface temperature changes with annual cycle are calculated using the method in Richter et al. (2014).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Model Parameters for the Thermoelastic Strain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reservoir Parameters</strong></td>
<td><strong>Symbol</strong></td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>( \nu )</td>
</tr>
<tr>
<td>Angular frequency</td>
<td>( \omega )</td>
</tr>
<tr>
<td>Temperature amplitude</td>
<td>( T_0 )</td>
</tr>
<tr>
<td>Wavenumber</td>
<td>( k )</td>
</tr>
<tr>
<td>Linear thermal expansion</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>Thermal diffusivity</td>
<td>( \kappa )</td>
</tr>
</tbody>
</table>
Conclusions

The travel-time \((dt)\) changes from \(P\) and \(S\) wave from 3 yr of air-gun data in the Binchuan area shows significant seasonal variations. The phases of the seasonal variations recorded by different stations have remarkably consistent patterns. Quantitative analysis of the environmental influence will help us build a better model for the correction of seasonal effects.

Our results suggest that the water level change causes waveform distortion and induces a main frequency change in the air-gun signal. However, the water level affects the measured delay time in two ways. When the water level of the reservoir changes abruptly, the dominant effect on the derived delay time change is from the water level change. We observed that the delay time correlates inversely to the water level change. In this case, the deconvolution method can hardly eliminate the influence of the abrupt water level change. When the reservoir’s water level changes gently, the delay time varies accordingly with the water level through the poroelastic effect. The phases of delay time also correlate to the temperature change. We compared the impact of the poroelastic effect and the influence of the thermoelastic effect. The thermoelastic effect from temperature change appears to be the most reasonable cause of the seasonality. The general trend of the velocity change at stations farther away is consistent with the observed strain data, which is dominated by the thermoelastic strain. The observed velocity change is comparable with the integral of the local velocity change over the entire wavepath induced by the thermoelastic strain.

Our study shows that although the long-term air-gun signal is affected by water level, there is still much information about changes in the subsurface that is worth mining. The analysis of the travel-time changes based on the air-gun data and the driving forces, including reservoir water level change and atmospheric reasons, can provide insights to understand the mechanism of the seismic velocity changes in the subsurface. This also provides a better model for correcting seasonal effects, leading to a more precise estimation of seismic velocity change and an understanding of the variations in the subsurface structure.
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