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ABSTRACT
We present initial findings from the ongoing Community Stress Drop Validation Study to
compare spectral stress-drop estimates for earthquakes in the 2019 Ridgecrest, California,
sequence. This study uses a unified dataset to independently estimate earthquake source
parameters through various methods. Stress drop, which denotes the change in average
shear stress along a fault during earthquake rupture, is a critical parameter in earthquake
science, impacting ground motion, rupture simulation, and source physics. Spectral stress
drop is commonly derived by fitting the amplitude-spectrum shape, but estimates can vary
substantially across studies for individual earthquakes. Sponsored jointly by the U.S.
Geological Survey and the Statewide (previously, Southern) California Earthquake Center
our community study aims to elucidate sources of variability and uncertainty in earthquake
spectral stress-drop estimates through quantitative comparison of submitted results from
independent analyses. The dataset includes nearly 13,000 earthquakes ranging from M 1
to 7 during a two-week period of the 2019 Ridgecrest sequence, recorded within a 1° radius.
In this article, we report on 56 unique submissions received from 20 different groups, detail-
ing spectral corner frequencies (or source durations), moment magnitudes, and estimated
spectral stress drops. Methods employed encompass spectral ratio analysis, spectral decom-
position and inversion, finite-fault modeling, ground-motion-based approaches, and com-
bined methods. Initial analysis reveals significant scatter across submitted spectral stress
drops spanning over six orders of magnitude. However, we can identify between-method
trends and offsets within the data to mitigate this variability. Averaging submissions for a
prioritized subset of 56 events shows reduced variability of spectral stress drop, indicating
overall consistency in recovered spectral stress-drop values.

KEY POINTS
• We present initial findings from the 2019 Ridgecrest,

California, sequence Community Stress Drop
Validation Study.

• There is a substantial scatter in submitted spectral stress
drops, both systematic and random, which we begin to
disaggregate.

• Large-scale trends are method dependent, but relative
between-event variation is more consistent.

Supplemental Material

INTRODUCTION
The seismic moment and stress release (or stress drop) during an
earthquake are two of the most important parameters to charac-
terize an earthquake rupture. The stress drop provides a measure
of the stored elastic energy from geologic forces that is available
during rupture to radiate as seismic waves, and the conditions

under which an earthquake will continue to increase in size or
trigger earthquakes nearby. It also strongly affects the high-fre-
quency ground shaking, and so understanding how factors such
as depth, strain rate, rheology, and scale affect stress release is
fundamental to an improved understanding and modeling of
the physics of earthquake rupture and future seismic hazards.
Estimates of the stress drop can be derived from earthquake seis-
mograms and spectra by making simplifying assumptions about
the source, attenuation, and amplification of seismic waves as they
travel through the earth. It has provedmuch harder to relate these
measurements to the stress release on the fault, however making
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“stress drop” possibly the most controversial parameter in earth-
quake science (refer to for example, Atkinson and Beresnev,
1997). Confusion over what the multitude of published estimates
referred to as “stress drop” really represent, and how well they are
resolved, and the lack of consistency between independent studies
hampers research progress in a range of fields. For this reason,
sponsored jointly by the U.S. Geological Survey (USGS) and the
Statewide (previously, Southern) California Earthquake Center
(SCEC) the SCEC/USGS Community Stress Drop Validation
Study was designed and initiated (Baltay et al., 2024), with the
joint aims of enabling observational seismologists to improve
their measurements and gaining understanding in the wider com-
munity of what those measurements really represent and how to
use them. The initial focus has been on trying to obtain consistent
measurements from the seismograms themselves, using the spec-
tral methods most commonly applied to earthquakes that are too
small or poorly recorded for detailed finite-fault inversion and
individual study. Once there is more consistency in our measure-
ments of the actual source radiation, the next step will be to inves-
tigate how these measurements relate to the true stress release on
the fault and energy budget of the earthquake.

The overall goals of the Community Study as detailed in
Baltay et al. (2024), are to:

1. Examine how different methods and assumptions contribute
to variations in estimated spectral stress drop (hereafter
referred to as spectral Δσ) and the prediction of high-fre-
quency radiation. Do specific methods emphasize different
frequency components of the earthquake source? How do
data selection and preprocessing affect outcomes? What var-
iations exist in how different analysts implement these
methods?

2. Explore how variations in spectralΔσ estimates reflect physi-
cal differences in earthquake source processes or material
properties. Do simpler or smoother events exhibit greater
agreement among spectral Δσ estimates, whereas complex
events exhibit more variability? How do these spectral Δσ
estimates correlate with factors like the earthquake’s physical
size, depth, location, or tectonic environment?

3. Develop best practices for reliably estimating spectral Δσ, to
support groundmotion and hazardmodeling, and the broader
community studying earthquake source physics and dynamic
rupture processes (including laboratory investigations and
numerical simulations). Although the optimal method for
estimating spectral Δσ may vary depending on factors such
as tectonic context, inferred rheological properties, and rup-
ture behavior, can we establish a foundational approach that
ensures consistency across similar types of earthquakes?

The Community Study has been well supported interna-
tionally because is evident from the wide authorship of this
article, which describes and presents the results submitted
by over 20 independent groups. The waveform database

(see the following Data section) remains online for future
use to test and benchmark new methods. The reader is referred
to the review by Abercrombie (2021) and the Community
Study introduction and description by Baltay et al. (2024)
for further information about the underlying limitations,
and the priorities of the ongoing Community Study.

In this article, we present the results submitted in the first
stage of the Community Study. All results submitted are
included in the supplemental material, available to this article.
We provide a brief description of the methods used, and the
parameters assumed, and an initial analysis of the dataset as a
whole. Many articles within this issue discuss individual or
small groups of contributions and the effects of various meth-
odological differences. Cochran et al. (2024), Mayeda et al.
(2024), Shearer et al. (2024), and Abercrombie et al. (2025)
perform more detailed analysis of subsets of events and meth-
ods to improve understanding of the systematic differences
in the results obtained. Baltay and Abercrombie (2025) and
Abercrombie and Baltay (2025) perform more detailed
preliminary analyses of the overall dataset.

DATA
The common waveform database and associated metadata are
described by Baltay et al. (2024), and are available for down-
load at the Southern California Earthquake Data Center (see
Data and Resources). The database uses relocated event loca-
tions from Trugman (2020) and preferred magnitudes (M)
from the Southern California Seismic Network (SCSN) and
consists of 12,943 earthquakes of M 1+ from two weeks from
4 July through 17 July 2019 (Fig. 1). This somewhat arbitrary
time window was chosen to avoid any selection biases while
ensuring a set of the larger aftershocks in the sequence. The
dataset contains three M 5+ earthquakes and 86 M 4+ events
in addition to the M 7.1 and 6.4 main earthquakes. Along with
full waveform data from stations within 1° of the earthquake
locations (Fig. 1b), we have provided phase picks and meta-
data, including the Trugman (2020) catalog with updated
SCSN magnitudes (see Data and Resources). For more details
on the waveform data including stations and processing details,
please refer to Baltay et al. (2024).

To facilitate comparisons and allow more focused study, we
selected a set of 56 earthquakes with SCSN catalog magnitudes
(which are heterogeneous in type) ranging from 2 to 5.36.
These events are well recorded and sample the main fault along
strike and dip and do not show any correlation of depth with
magnitude (Fig. 1d). We ask study participants to prioritize
inclusion of these events in their analysis. We also identify
eight events that can be used for very close comparison
between the groups (labeled in Fig. 1a,c, and in Table 1); two
of these are used by Shearer et al. (2024) for detailed investi-
gation of separation of source and path components between
methods; eight of the events in Table 1 (but not specifically the
selected eight) are also part of a group of 18 moderate
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Figure 1. Distribution of earthquakes and stations used for the entire catalog (N
= 12,943) and subset (N = 56) encircled by thick black lines. (a) Event map
view of earthquakes colored by depth and sized by magnitude, with eight
selected events labeled. (b) Station distribution colored by network (see Data
and Resources). Temporary deployments (GS and ZY) shown outlined. Major
southern California faults in gray, from the U.S. Geological Survey (USGS)
Quaternary Faults database. Event-map location shown as small rectangle on

inset map and station map as larger rectangle. (c) Cross section parallel to main
M 7.1 strike, showing events with depth colored by magnitude, with selected
eight events labeled. M 7.1 hypocenter given as black star. (d) Magnitude–
depth scatter for the subset of 56 events showing no magnitude–depth bias.
(e) Earthquake magnitude versus time, colored by depth as in panel (a).
(f) Histogram of magnitude distribution for the entire catalog and subset of
56 events. (Figure partially adapted from Baltay et al., 2024).
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TABLE 1
Event Catalog for the Selected 56 Events

Event ID Date (yyyy/mm/dd) Time (hh:mm:ss) Longitude Latitude Depth (km) Preferred Magnitude Magnitude Type

38443535 2019/07/04 18:27:59 −117.54959 35.74649 6.989 4.66 Mw

38444103 2019/07/04 19:56:00 −117.52096 35.66316 2.099 4.16 Mw

38444215 2019/07/04 20:14:50 −117.50994 35.70201 4.844 3.99 MLR

38445015 2019/07/04 22:02:35 −117.50862 35.68018 3.797 3.44 ML

38445975* 2019/07/05 00:18:01 −117.61276 35.77449 2.301 4.04 Mw

38446071 2019/07/05 00:32:06 −117.48171 35.70511 0.309 4.02 Mw

38450263* 2019/07/05 11:07:53 −117.56916 35.76378 7.233 5.36 Mw

38451079* 2019/07/05 12:38:30 −117.56876 35.77477 7.34 4.09 Mw

38452095 2019/07/05 14:39:33 −117.56161 35.74187 3.975 3.94 Mw

38458071 2019/07/06 04:52:04 −117.73116 35.89079 5.839 3.68 MLR

38458999 2019/07/06 06:34:47 −117.72287 35.89506 8.545 4.05 MLR

38459327 2019/07/06 07:04:42 −117.72693 35.89476 6.415 3.97 Mw

38462063 2019/07/06 11:06:43 −117.62045 35.793 5.524 3.84 Mw

38462679 2019/07/06 11:53:08 −117.72927 35.89346 3.332 4.12 Mw

38464799 2019/07/06 15:09:15 −117.72392 35.88387 4.545 3.28 ML

38466343 2019/07/06 17:41:33 −117.71332 35.8735 8.049 3.98 Mw

38466495 2019/07/06 17:59:14 −117.72936 35.90292 4.6 3.96 Mw

38469967 2019/07/07 01:05:07 −117.51197 35.6728 4.31 3.55 ML

38470119 2019/07/07 01:23:55 −117.7313 35.91394 2.773 3.27 ML

38470999 2019/07/07 03:13:12 −117.59315 35.7524 11.107 3.62 Mw

38471103* 2019/07/07 03:23:26 −117.71823 35.87326 7.778 3.3 ML

38471847 2019/07/07 04:48:17 −117.60742 35.78274 5.536 2.9 ML

38472279 2019/07/07 05:38:15 −117.57547 35.7687 10.53 4.53 Mw

38472295 2019/07/07 05:42:27 −117.707 35.8694 9.721 2.64 ML

38472799 2019/07/07 06:44:44 −117.73076 35.91428 2.721 2.79 ML

38474119 2019/07/07 09:09:25 −117.51871 35.67263 8.709 3.11 ML

38474959 2019/07/07 10:32:54 −117.62112 35.79573 6.236 3.22 Mw

38475007 2019/07/07 10:37:45 −117.59139 35.75849 2.905 3.24 ML

38475463 2019/07/07 11:29:31 −117.72984 35.91535 2.839 2.74 ML

38478143 2019/07/07 17:44:09 −117.46704 35.64436 4.917 2.9 ML

38478423 2019/07/07 18:19:19 −117.73146 35.89057 5.861 3.1 ML

38479903 2019/07/07 21:02:51 −117.60037 35.77753 9.059 3.47 ML

38480367 2019/07/07 22:18:19 −117.61461 35.78296 3.616 2.07 ML

38481863 2019/07/08 01:57:20 −117.73312 35.89192 3.234 2.66 ML

38483215* 2019/07/08 05:02:10 −117.71979 35.87579 7.751 3.02 ML

38483263 2019/07/08 05:07:55 −117.61377 35.78422 3.659 1.88 ML

38483591 2019/07/08 05:54:05 −117.7094 35.87715 8.876 3.49 ML

38485391 2019/07/08 09:57:11 −117.46152 35.65567 9.79 3.5 Mw

38488519 2019/07/08 15:35:47 −117.73044 35.91308 2.484 2.61 ML

38489543* 2019/07/08 17:30:03 −117.73407 35.89802 2.839 2.55 ML

38496551* 2019/07/09 05:17:45 −117.60156 35.77464 10.117 2.58 ML

38496647 2019/07/09 05:25:13 −117.72865 35.90127 4.564 2.74 ML

38498615 2019/07/09 08:17:31 −117.61295 35.78317 9.909 3.58 Mw

38510015 2019/07/10 01:16:42 −117.45176 35.63268 2.02 2.47 ML

38516455 2019/07/10 10:56:15 −117.57897 35.77654 10.918 2.17 ML

38522647 2019/07/10 20:09:52 −117.52129 35.66736 8.76 4.17 Mw

38538991* 2019/07/11 23:45:18 −117.70418 35.9471 2.768 4.14 Mw

38562719 2019/07/14 02:28:17 −117.61611 35.79264 5.512 2.68 ML

38564031 2019/07/14 06:06:39 −117.72388 35.88972 4.31 3.36 ML

38565567 2019/07/14 11:46:11 −117.61972 35.78512 6.14 2.78 ML

38570351 2019/07/15 03:12:42 −117.43357 35.6317 3.766 2.5 ML

38577831 2019/07/16 02:47:05 −117.42888 35.63715 4.288 3.8 Mw

38580903 2019/07/16 13:16:17 −117.43058 35.63593 3.879 2.61 ML

38583991 2019/07/16 22:38:43 −117.58615 35.77671 2.632 2.66 ML

38587239 2019/07/17 09:46:06 −117.45381 35.6481 2.199 2.57 ML

38589287 2019/07/17 15:07:21 −117.71873 35.8971 8.062 3 ML

All locations (latitude, longitude, and depth) from relocations from Trugman (2020). Preferred magnitude and magnitude type from Southern California Seismic Network (SCSN)
(see Data and Resources).
*Eight events denoted are highlighted for a more detailed study.
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Ridgecrest earthquakes considered by Mayeda et al. (2024) to
compare source parameters using four very different approaches,
from coda analysis to finite-fault inversion.

In addition to the assembled waveforms, we also provide a
processed ground-motion style flatfile database for the 56 target
earthquakes and three additional M ≥ 5 earthquakes from the
Ridgecrest sequence (supplemental material Datasets). This data-
base includes ground-motion metrics: (1) peak ground acceler-
ation (PGA), (2) peak ground velocity (PGV), (3) Fourier
amplitude spectrum (FAS), and (4) pseudospectral acceleration
(PGA %g). We used gmprocess (Thompson et al., 2024a,b) soft-
ware to analyze the waveforms from all available stations located
within 100 km from the Ridgecrest mainshock. FAS and PSA
were computed at 21 different periods from 0.01 to 10 s
(0.1–100 Hz). The availability of this database should aid in
ground-motion style analysis.

In the SCSN catalog, each event is assigned a preferred mag-
nitude; local magnitudeML is the preferred magnitude for most
events smaller than about M 3.5, with moment magnitude pre-
ferred for larger events. Moment magnitude is commonly
referred to as both M and Mw and here we use Mw � 2=3
�log10�M0� − 9:05� (Hanks and Kanamori, 1979), with M0

expressed in units of N·m. For moderate events in most of
southern California, it has been observed that ML is systemati-
cally larger than Mw, so an empirical correction factor was
developed to yield the revised local magnitude, MLr � ML�
0:853� 0:40125 (SCSN catalog change history, Data and
Resources). The main purpose of this is to bring the local mag-
nitudes in line with moment magnitude for rapid response, and
MLr is the initial preferred magnitude for M > 3.5 events. Within
the SCSN catalog as a whole, MLr is usually replaced with Mw

within a short time, but during dense aftershock sequences such
as Ridgecrest, this is often not possible due to limitations of data
quality (overlapping seismograms) and analyst time. For each of
the 12,943 events considered in this dataset, the preferred cata-
log magnitude is thus moment magnitude for 102 events, local
magnitude for 12,521, and revised local magnitude for 201 (119
events have neither a moment nor local magnitude).

Many of the spectral Δσ methods, 42 of the 56 submissions,
estimate an independent value of seismic moment, but others,
such as spectral ratio methods, finite-fault inversions, or
ground-motion-based methods, do not. For these submissions,
we need a catalog-based seismic moment, and such a consis-
tent moment value is also helpful for comparison between
studies. Baltay and Abercrombie (2025) used the entire com-
munity dataset of submitted moments to develop a relation-
ship between seismic moment (M0) and local magnitude
(ML) specifically for the Ridgecrest dataset,

log10�M0BA� � 1:5ML � 0:5 ln�1� e4:6−ML� � 8:35, �1�

(for M0 in units of N · m, and M0BA means the moment is
derived from ML using the Baltay and Abercrombie, 2025,

empirical relationship). Following Baltay and Abercrombie
(2025), Table 1), we define study magnitudes and moments
for consistency and ease of comparison:

Study catalog moment is from the SCSN preferred
magnitude:

1. if the preferred catalog magnitude is Mw, then log10
M0 � 1:5 Mw � 9:05;

2. if the preferred catalog magnitude is ML, then M0BA from
equation (1).

3. if the preferred catalog magnitude isMLr, we first convert to
ML from: MLr � ML � 0:853� 0:40125, and then calculate
M0BA with equation (1).

Study catalog moment magnitude is directly derived from the
adjusted catalog magnitude as MwBA � �2=3��log10 M0BA−
9:05�, in which again, M0BA implies it is from the Baltay and
Abercrombie (2025) regression relation. This prescription permits
us to assign a unique magnitude per event, rather than having
method-dependent magnitudes based on submitted moments.

We then incorporate the submitted moment magnitudes so
that the study moment is preferentially the submitted moment,
or the study catalog moment if no submitted moment is available;
the study moment magnitude is Mw � �2=3��log10 M0 − 9:05�
of the study moment. The study catalog values use seismic
moment determined from the SCSN ML using equation (1),
whereas the study values use the respective submitted moment
values where available, and the study catalog values when not
(see Table S1 for definitions).

METHODS
The initial focus of the Community Stress Drop Validation
study has been on spectral methods to analyze earthquakes that
are mostly M < 5, but some methods include the larger earth-
quakes in the sequence. We have 20 unique groups submitting
a total of 56 different results to date, with many groups sub-
mitting either variations of assumptions and analysis-selection
assumptions in a single method or different methods, or both.
The main methods are large-scale inversions (generalize inver-
sion technique [GIT] and spectral decomposition), empirical
Green’s function (EGF) type spectral-ratio methods, those that
solve for an independent exponential attenuation (Q or kappa
function), finite-fault inversions, ground-motion-based meth-
ods, and other more individual approaches.

A recorded seismogram is a convolution of the source with
propagation effects, typically divided between path (depending
on travel time, or a function of distance or depth, between
the source and receiver) and site, which is independent of the
location of the earthquake, and here is taken to include the
instrument response. Transforming to frequency, the recorded
spectrum becomes simply the product of the source, path,
and site terms. The different methods all involve selecting which
time windows of which seismograms to analyze, attempting to
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isolate the source component, and then finding the best-fitting
source model to obtain the required source parameter estimates.

Once a source spectrum is determined, all methods fit a
model to the displacement spectrum u(f) of the form (Aki,
1967; Brune, 1970, 1971; Boatwright, 1980):

u�f � � Ω0�
1�

�
f
f c

�
nγ
�
1=γ , �2�

to determine Ω0, the long-period asymptote which is propor-
tional to the seismic moment (Thatcher and Hanks, 1973), and
f c, the corner frequency, in which n governs the high-fre-
quency fall-off rate and γ the shape of the corner. The Brune
(1970) model is most commonly used, with n = 2 and γ � 1,
whereas the Boatwright (1980) model has n = 2 and γ � 2.
Other so-called double corner-frequency models are the sup-
position of two of these with two corner frequencies, one
related to the source duration and the higher one related to
a secondary process such as rise time, starting or stopping
phases, or dynamic weakening (e.g., Denolle and Shearer,
2016). From the estimated f c and studyM0, spectralΔσ is then

Δσ � cM0

�
f c
κβ

�
3
, �3�

with c a parameter related to the rupture geometry, taken to be
7/16 for a circular rupture (Brune, 1970), k a model parameter
depending on the source model and phase analyzed (typical
values are 0.2–0.3, e.g., Brune, 1970; Sato and Hirasawa,
1973; Madariaga, 1976; Kaneko and Shearer, 2015), and β
the shear-wave velocity at the source. Refer to Cochran
et al. (2024) for more discussion of spectral fitting.

There is some uncertainty as to whether these spectrally
derived measurements represent a static or dynamic estimate
of stress drop. At their simplest, they are a combination of an
estimate of seismic moment with an estimate of source dimen-
sion, and hence slip, so perhaps are best thought of as estimates
of an average static parameter, although depending on the nature
of the underlying dynamic model. How closely they relate to the
real stress change in the earth is an unsolved, and model-depen-
dent question, so here we prefer to refer to them as “spectral”
stress drops (spectral Δσ) for clarity and consistency.

To first get the earthquake source spectrum from the recorded
seismogram, GIT methods attempt to decompose the spectrum
into nonparameterized source, path, and site terms, and typically
assume a reference or average site condition to remove terms
common to all stations and events (e.g., Andrews, 1986; Oth
et al., 2011; Nakano et al., 2015). Bindi et al. (2023a,b) demon-
strate the trade-offs resulting from different analysis choices,
including assumed attenuation and source models. The methods
known as spectral decomposition (Shearer et al., 2006) are sim-
ilar, iteratively decomposing the spectra into relative source, path,
and site terms. They differ from GIT methods primarily in that

they typically use the same time window and frequency range for
all events, and an estimated empirical correction spectrum
(ECS) is used to map the resulting source spectra to an absolute
scale. Shearer et al. (2019, 2022) developed improved methods of
estimating the ECS, and other groups represented here prefer
other variations.

The second most popular method type is EGF or spectral
ratio. This is typically applied to smaller groups of earthquakes
because the work is more intensive, and requires the existence
of suitable EGFs. Abercrombie (2015) and Yoshimitsu et al.
(2019) investigated how analysis choices could affect results.
The EGF approach to isolate the source term is also used in
finite-fault modeling (e.g., Dreger et al., 2021).

In addition to these two most commonly used methods, a
range of other approaches are in use. Many of these have over-
lapping assumptions and characteristics with one another and
the two previous methods, or are simply a combination of meth-
ods, using one to constrain moment and the other to then deter-
mine corner frequency (e.g., Boyd et al., 2017; Kemna et al.,
2021). Some start by estimating path-dependent attenuation
(Q, t*, or kappa) using a reference set of events (e.g., Calderoni
et al., 2019; Eulenfeld et al., 2021); others invert the spectra to
obtain best-fitting exponential attenuation and source models
(e.g., Satriano et al., 2016; Supino et al., 2019).

We summarize all 22 methods submitted thus far to the
Community Stress Drop Validation Study. Although overall
we have 56 unique submissions, many are variations on the
same theme. All methods are named starting with the name or
initials of the authors, followed by an abbreviation for the
method, and then wave types used (P, S, or both). The multiple
variations published by Bindi et al. (2023a,b,c) are named
differently to distinguish them. All the approaches share many
underlying characteristics. Here, we simply refer the reader to
previously published work or articles in this issue where rel-
evant, and summarize the principal differences and assumptions
in Figure 2. We include more detailed descriptions for those
studies that are only published herein and do not have a separate
reference. Each set of results has a consistent name, symbol, and
color throughout the article, and these are included in Figure 2,
in the legend to Figure 3, and in Figure S2 for easy reference.

Trugman (2020): Spectral decomposition
Trugman (2020) published one of the first analyses of source
spectral parameters for earthquakes in the Ridgecrest sequence,
using spectral decomposition of P waves following Trugman
and Shearer (2017) and a spatially varying ECS. Study results
name: Trugman_SpecDec_P.

Bindi, Zacarelli and Kotha (BZK) and Bindi et al.
(2023a,b,c): GIT
Bindi et al. (2020) applied a GIT style spectral decomposition
approach to compute the source parameters for earthquakes that
occurred in the Ridgecrest region between 1999 and 2020 (Study
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Chen_SpecDec1ECS_S 5905 1-5.5 (*3.5) 3 2,1 Y N 1 ECS applied to all

Chen_SpecDec1_2range_S 2811 1-5.5 (*3.5) 3 2,1 Y Y ECS calculated in 2 km 
depth ranges

Chen_SpecDec1_75range_S 2799 1-5.5 (*3.5) 3 2,1 Y Y ECS calculated in 0.75 km 
depth ranges

Devin_GIT_PS 52 2-5.5 Long 2,1 Y N

Chu_SpecDec_S_good 208 2-5 4-10 2,1 N N

SVF_SpecDec_S 3864 1.5-4.5
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SVF_SpecDec1ECS_S 4125 1.5-4.5
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Trugman_SpecDec_P 11370 1.3-5
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depth, 5 km epi. distance
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VSF_SpecDecPSn_P 6108 1-7 (*3.5) 1.3-2.6 2,1 Y Y ECS calculated within 2 km 
depth, 5 km epi. distance

CUHK_SpecDec_P 3028 1-5.5 (*3.5) 3-10 2,1 Y Y >2 Hz only; ECS varies 
horizontally & with depth
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Abercrombie_SpecRatio_P 37 2.5-4.1 1-10 2,2 N Y Cross correlation ≥ 0.7 
between EGF and target

Huang_SpecRatio_P 13 2.5-4.1 1-4.2 2,2 N Y EGF within 3 ~source 
dimensions of target

KemnaHarrington_SpecRatio_S 28 2.5-4.6 1-100 2,1 N Y

Boyd_SpecRatio_coda 597 3.5-5.4 Long 2,1 Y Y
EGF clusters within 5 km 
hypocentral distance, 
windows include direct S

Chen_SpecRatio3s_S 747 1.5-5.5 3 2,1 N Y

Chen_SpecRatio10s_S 538 1.5-5.5 10 2,1 N Y

Chen_SpecRatioW10s_S 268 1.5-5.5 10 2,1 N Y

Chen_SpecRatio5s_S 888 1.5-5.5 5 2,1 N Y

Calderoni_SpecRatio_S 11 2.5-7.1 10-20 2,1 N Y

Abercrombie_SpecRatio_S 22 2.6-4.7 1-10 2,2 N Y Cross correlation ≥ 0.7 
between EGF and target

Chu_SpecRatio_good_S 208 2.5-5 4-10 2,1 N  Y
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Figure 2. Summary of methods, and key to symbols in Figure 3 and sub-
sequent figures. The Bindi et al. (2023a,b) comparative study symbols
are grouped for simplicity, because detailed comparisons of these studies
are already published. M0 indicates whether the study submitted estimates
of the seismic moment (yes/no), and Qd indicates whether the method
includes variability of path attenuation with source depth (yes/no). The SCSN
magnitude range (M) is given, with * indicating a maximum M cut-off value
applied for studies using short time windows (see Fig. 4). The omega square
source model parameters are those of equation 2 (n, γ), and ? indicates it is
a free variable. In the “Method” column where a range of time windows

were used to calculate the spectra, the duration generally increases with
magnitude and distance, especially if the whole waveform envelope is used;
Long indicates windows of tens to hundreds of seconds, when there is no
inherent problem with having insufficient low-frequency signal to resolve
corner frequency and long-period asymptote for moment. Decon., decon-
volution; ECS, empirical correction spectrum (applied in the spectral
decomposition methods to account for average site effects); epi., epicentral;
MRF, moment rate function; ref., reference; and κ, attenuation parameter.
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results BZK_GIT_S), with a further analysis by Bindi et al. (2021,
results not included in study). Bindi et al. (2023a,b,c) investigated
the effects of varying the assumptions concerning window
length, attenuation structure, source model, and site correction
underlying the spectral decomposition. Study results name:
d20_EPIH_AVE_BRUNEK, and similar names (refer to Fig. 2).

Chen: Spectral decomposition and spectral ratios
Chen,Wu, and Pennington (2025) apply twomethods: the first is
three variations on a spectral decomposition approach with a

single empirical correction, and two source-depth varying empir-
ical corrections (following Chen and Abercrombie, 2020). Study
results: Chen_SpecDec1ECS_S, Chen_SpecDec1_2range_S, and
Chen_SpecDec1_75range_S. The second method is a spectral
ratio approach, with a range of window length and empirical cor-
rection approaches. Study results name: Chen_SpecRatio3s_S,
Chen_SpecRatio10s_S, Chen_SpecRatioW10s_S, and Chen_
SpecRatio5s_S. For spectral ratio results, only events that have
a valid seismic moment estimation from Chen_SpecDec1ECS_
S and a time window, n sec � Round�10 ×M1=3

0 =20,000�=10

DregerTaira_FF_PS 18 3.2-5.5 20 - N Y EGF decon. recovers a 
coherent MRF at a station

Supino_SPAR_S 55 2-4.5 >=3 ?,1 Y Y

Satriano_SourceSpec_S 55 2-4.5 5 2,1 Y Y

Knudson_Amps_S 8263 1-5.5 3 2,1 Y N Narrowband filter time 
domain amplitudes

Eulenfeld_Qopen_S 55 2-5.5 1-50 ?,1 Y N

PBRT_Arias_PS 27 4.5-7.1 long 2,1 N N

KemnaHarrington_Qfit_S 31 3.4-5 1-100 ?,1 Y Y
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JiArchuleta_kappaE_S 42 4-5.4 2.8-5.8 2,1 N N

Calderoni_kappa_S 43 2.5-7.1 10-20 2,1 N Y from ref. events: 2 depth
& 2 along strike bins. 

Mayeda_CCT_coda 174 2.6-7.1 Long 2,1 Y N Windows start long after 
direct S

Atkinson_GMM 78 3.6-7.1 Long 2,1 Y N
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+ d20_EPIH_AVE_BRUNEK 552 2.5-7.1 20 2,1 Y Y

EPIH = attenuation 
depends on source depth

HYPO = attenuation 
dependent on travel time 
only 

AVE = reference site is 
average of ALL stations

SEL = reference site is 
selected stations

+ d20_EPIH_SEL_BOAT 552 2.5-7.1 20 2,2 Y Y

+ d20_EPIH_SEL_BRUNE 552 2.5-7.1 20 2,1 Y Y

x d20_HYPO_AVE_BRUNEK 556 2.5-7.1 20 2,1 Y N

x d20_HYPO_SEL_BOATW 556 2.5-7.1 20 2,2 Y N

x d20_HYPO_SEL_BRUNE 556 2.5-7.1 20 2,1 Y N

+ d5_EPIH_AVE_BRUNEK 638 2.5-7.1 5 2,1 Y Y

+ d5_EPIH_SEL_BOAT 638 2.5-7.1 5 2,2 Y Y

+ d5_EPIH_SEL_BRUNE 544 2.5-7.1 5 2,1 Y Y

x d5_HYPO_AVE_BRUNEK 643 2.5-7.1 5 2,1 Y N

x d5_HYPO_SEL_BOAT 548 2.5-7.1 5 2,2 Y N

x d5_HYPO_SEL_BRUNE 643 2.5-7.1 5 2,1 Y N

+ dv_EPIH_AVE_BRUNEK 469 2.5-7.1 5-20 2,1 Y Y

+ dv_EPIH_SEL_BOAT 518 2.5-7.1 5-20 2,2 Y Y

+ dv_EPIH_SEL_BRUNE 469 2.5-7.1 5-20 2,1 Y Y

x dv_HYPO_AVE_BRUNEK 522 2.5-7.1 5-20 2,1 Y N

x dv_HYPO_SEL_BOAT 522 2.5-7.1 5-20 2,2 Y N

x dv_HYPO_SEL_BRUNE 472 2.5-7.1 5-20 2,1 Y N

Figure 2. Continued
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(Abercrombie et al., 2017), shorter than 10 s are used. Note, the
3 and 5 s time windows may be too short for some events, but
those results are still included for comparison. Chen, Yin, et al.
(2025) further discuss the influence of time windows for spectral
ratio analysis.

Devin: GIT
We apply the spectral decomposition/GIT developed by
Andrews (1986) and furthered by Klimasewski et al. (2019).

This method used separate data from the community provided
waveforms, so we perform quality control (QC) and filtering of
free-field earthquake waveforms using the USGS open-source
software gmprocess, which includes default QC checks
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Figure 3. All submitted spectral Δσ-values in the Community catalog (Baltay
et al., 2024): (a) preferred Southern California Seismic Network (SCSN)
catalog magnitude versus submitted stress drop for all submitted earth-
quakes; (b) the same for the 56 selected events (Table 1).
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(Thompson et al., 2024a,b). For waveforms that pass, we
remove the instrument response using stationXML files
provided by network services, linear detrend and demean
the records, apply a Hann taper with a width of 0.05, and
band-pass filter using constant corner frequencies of 0.005
and 35 Hz. We window the waveforms with the start time
chosen as the P-wave arrival using a travel-time calculation
assuming the 1D velocity model of Kennett and Engdahl
(1991), and the end time chosen using a significant duration
model (Afshari and Stewart, 2016).

From these processed records, we compute power spectra
(Prieto, 2022) for the two horizontal components individually,
and then calculate the geometric mean, and resample in
75 evenly spaced log-frequency bins. We follow Klimasewski
et al. (2019) to estimate source and site spectra including earth-
quakes with at least 10 records and stations that recorded at
least three earthquakes. We include 1/R geometrical spreading
and we assume that the effect of anelastic attenuation, Q, is
negligible because our records are within 100 km of the source.

To constrain the amplitude of our inverted source and
site spectra, we find the most Brune-like spectra in shape, if
not amplitude, to use as a constraint function, following
Klimasewski et al. (2019), unlike other GIT methods which
use a reference site as a constraint. Finally, we estimate f c
and spectral Δσ for each earthquake in our dataset by fitting
Brune (1970) source models to each event spectrum, using
nonlinear least squares with starting values of moment
from the catalog, and starting values of f c equal to the theo-
retical value at 5 MPa stress drop. Study results name:
Devin_GIT_PS

Shearer, Vandevert, and Fan (SVF): Spectral
decomposition
We apply the spectral decomposition approach described in
Shearer et al. (2022) to both P waves and S waves. For the
P-wave analysis, the ECS is computed by forcing the average
corner frequency of M ∼1.5 earthquakes to 30 Hz, and Brune-
model fits are performed from 2.5 to 35 Hz to estimate corner
frequency and relative moment. For the S-wave analysis, the
ECS is computed by forcing the average corner frequency of
M ∼2 earthquakes to 14 Hz and fits are performed from
0.5 to 12 Hz. Two models each are provided for P and S waves,
one in which a single ECS spectrum is computed for the entire
dataset (“1ECS” in model label) and one in which spatially
varying ECS spectra are computed from the small earthquakes
within 2 km in depth and 5 km horizontally. Study results
names: SVF_SpecDec_P, SVF_SpecDec1ECS_P, SVF_
SpecDec_S, and SVF_SpecDec1ECS_P.

Vandevert, Shearer, and Fan (VSF): Spectral
decomposition
Vandevert et al. (2024) apply a further variation of the spectral
decomposition approach, with the following differences from

the SVF models: (1) the spectra are computed using a Hann
taper rather than multitapers, which makes the spectra rougher
but more reliable at very low frequencies; (2) the S-wave refer-
ence average corner frequency is 17 Hz for M 2 earthquakes and
the high-frequency fall-off rate is 1.8. These changes were made
to provide a better agreement of the S-wave spectral Δσ esti-
mates with the P-wave estimates; and (3) only models based
on the spatially varying ECS function are provided. Study results
name: VSF_SpecDecPSn_P and 12_VSF_SpecDecPSn_S.

Chu: Spectral decomposition and spectral ratio
We apply two methods for which the preprocessing and initial
spectra are identical: a spectral ratio approach, described in
Chu et al. (2025), and a spectral decomposition method (refer
to Trugman and Shearer, 2017; Shearer et al., 2006, for more
background on this method; refer to Vandevert et al., 2024, for
similar methodologies; Chen, Wu, and Pennington, 2025).

In this application of the spectral decomposition approach,
a station is required to record a minimum of eight events, and
an event is required to be observed at a minimum of eight sta-
tions, to be included in the inversion. The path is binned by
20 evenly spaced travel-time bins between 0 and 30 s, and at
each frequency point, we solve for relative inverted spectra for
the event, station, and travel path (as defined by travel time)
using an iterative least-squares solver. We then use a self-
organizing map algorithm to split the data into six spatial clus-
ters and for each cluster, we compute an ECS by first binning
and stacking the events into magnitude bins with edges at [2.2,
2.4, 2.6, 2.8, 3.0, 3.2, 3.4, 3.6, 3.8] and constraining the lowest
magnitude bin of events to fit a Brune model, while performing
a grid search over stress drop (refer to Shearer et al., 2006;
Chen and Abercrombie, 2020). We then choose the ECS that
yields the lowest misfit to correct all magnitude bins. Although
our clustering does not include any depth constraints because
the average depth of the clusters differs, there is some inherent
adjustment for gross variations in source depth. Study results
name: Chu_SpecRatio_good_S (spectral ratio) and Chu_
SpecDec_S_good (spectral decomposition).

Zhang and Yang (CUHK): Spectral decomposition
Zhang and Yang (2025) apply the refined spectral decomposi-
tion approach named “Differential-Evolution-based Spectral
Correction” following Zhang et al. (2024), to both P and S waves
independently. Study results name: CUHK_SpecDec_P and
CUHK_SpecDec_S.

Supino: Attenuation model
We invert single-station S-wave displacement spectra to estimate
source parameter seismic moment M0 and corner frequency f c.
We use the probabilistic approach proposed by Supino et al.
(2019), with the same data preprocessing described therein.
We use a theoretical Green’s function with a free parameter
Q′ modeling the anelastic attenuation along the source-station
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path (Supino et al., 2024). The single-station solution is the joint
a posteriori probability density function σ�m � logM0,
f c,n�, conditional on theQ′-value that minimizes the misfit func-
tion. The event solution is, for each parameter, the weighted
average of single-station marginal means, in which the weight
is the inverse of the corresponding marginal variance.

To account for station site effects, we follow a two-step
approach. In the first step, we estimate the site-effect term by
averaging frequency-by-frequency, at each station and for all
the events in the dataset, the residuals between the observed
spectrum and the event solution spectrum. In the second step,
we invert the single-station spectra corrected for the correspond-
ing site-effect term. Study results name: Supino_SPAR_S.

Satriano: Attenuation model
We use SourceSpec (v.1.8, Satriano et al., 2016; Satriano, 2024)
to determine the earthquake source parameters (M0, f c) and
inelastic attenuation (t*) by the modeling of S-wave displace-
ment spectra. The S-wave spectrum at a given station is com-
puted from the vector sum of Fourier amplitude spectra from
the three displacement components using a 5 s time window
starting 0.5 s before the S-wave arrival. The displacement spec-
trum is converted into moment units using an S-wave velocity of
3500 m/s, a density of 3000 kg=m3, an average radiation pattern
coefficient of 0.63, a free-surface term of 2, and a body-wave
geometrical spreading correction (e.g., Thatcher and Hanks,
1973). The spectrum is then smoothed with a 0.2-decade wide
window and linearly resampled in log-frequency space to pre-
vent overfitting at high frequencies. The same procedure is
applied to construct the noise spectrum, using a window
between 7 and 2 s before the P-wave arrival.

Each station is analyzed individually, and the best-fitting
spectral model is obtained by grid search, with the misfit func-
tion defined as the root mean square (rms) of the differences
between the observed and modeled spectra between 0.1 and
40 Hz, weighted by the signal-to-noise ratio (SNR).

Event-averaged source parameters are generated from the
median values of the single-station parameters, with uncertain-
ties represented by the 15.9th and 84.1st percentiles (equivalent
to ±1 sigma for a Gaussian distribution). A theoretical sum-
mary spectrum is constructed from the summary estimates
of M0, f c, and t*, and station residuals are calculated as the
differences between the observed and the summary spectra.
Mean station residuals are computed at each station by aver-
aging all event-based residuals. These mean station residuals
accounting for site-specific effects such as resonances or
high-frequency spectral decay are then used to correct the
measured spectra in a second run of SourceSpec. Study results
name: Satriano_SourceSpec_S.

Knudson: Attenuation model
Knudsen et al. (2025) obtain their initial spectra from the peak-
amplitude narrowband-pass-filtered seismograms, and then

apply an inversion method based on that of Al-Ismail et al.
(2023). Study results name: Knudson_Amps_S.

Eulenfeld: Attenuation model
We apply the Qopen method (Eulenfeld and Wegler, 2016;
Eulenfeld et al., 2021, 2023) to the 56 selected events (Table 1),
assuming an average shear-wave velocity of 3200 m/s and a bulk
density of 2700 kg=m3. Qopen first fits observed seismic enve-
lopes (energy density) of the shear-wave onset and coda with
a synthetic Green’s function accounting for scattering, intrinsic
attenuation, and geometrical spreading, as well as source and site
terms, before modeling the resulting source displacement spectra.

We preprocessed the data in the same manner as Eulenfeld
et al. (2023), differing only in the choice of average shear-wave
velocity (3200 m/s), and the selection of log-spaced frequency
bands: 13 with central frequencies between 0.75z and 48 Hz
(maximum frequency included 50 Hz). For each frequency
band, spectral energy density envelopes are calculated using
the three seismogram components. The narrowband envelopes
are smoothed by convolution with a flat 1-s-long window. The
observed envelopes are cut out in a time window starting 1 s
before the (provided) S-wave onset and ending at an SNR of 2
(but no later than 50 s after S-wave onset) and inverted for scat-
tering strength, intrinsic attenuation, and source, and site terms.

We first invert only for the attenuation parameters, using
only stations for which the envelope SNR eight seconds after
the S-wave onset is greater than two, and for events for which
this condition is fulfilled on at least five stations. Site and
source terms are discarded. In a second step, the attenuation
parameters are fixed and the inversion is performed again to
constrain the site terms, assuming an average unity site ampli-
fication at stations CI.MPM, CI.WBM, and CI.WMF, which
have a generally flat frequency response, for all frequency
bands. In this and the following step, data from individual sta-
tions are included if the SNR five seconds after the S-wave
onset is greater than two, using events only if this condition
is met at three or more stations. In the third iteration, we
fix the attenuation parameters and site amplifications and
invert for the source terms. Finally, we merge the results from
all frequency bands and convert the source terms to a displace-
ment spectrum for each event. The source model is fit to the
observed spectra to obtain the seismic moment, corner fre-
quency, and high-frequency fall-off n for each earthquake,
with n fixed at its median fitted value of 2.58 in the final step,
and we estimate spectral Δσ following Madariaga (1976).
Configuration details, results in JSON format, plots, and the
exact invocation of the Qopen commands are made available
at Eulenfeld (2024). Study results name: Eulenfeld_Qopen_S.

PBRT (Parker, Baltay, Rekoske, and Thompson): Arias
intensity
Parker et al. (2020) estimated spectral Δσ directly from the
Arias intensity dataset of Rekoske et al. (2019, 2020) following
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the method of Baltay et al. (2019), which related spectral Δσ
through rms acceleration to Arias intensity. These results only
estimate spectral Δσ, so corner frequency was determined
assuming moment from the catalog magnitude, from Hanks
and Kanamori (1979). Study results name: PBRT_Arias_PS.

Kemna and Harrington: Attenuation model, spectral
ratios, and stopping phases
We apply three distinct methods: The first fits individual spec-
tra for exponential attenuation, a Brune source model, and a
site effect; the second is a spectral ratio approach; and the third
is inversion of stopping phases. All use the same preprocessing
which starts with a two-step window-length selection. The first
step is magnitude based and selects a window that is suffi-
ciently long to observe a low spectralΔσ-value (0.1 MPa) based
on the inverse of the theoretical corner frequency for a given
magnitude multiplied by a factor of five. The window is refined
in the second step to correspond to a decreasing percentage of
the total energy for increasing source-station distances (e.g.,
90% for stations < 25 km, 80% for stations between 25–50 km,
and 70% at greater distances). We also impose a minimum
and maximum duration of 1 and 30 s, for P waves, and 1
and 100 s for S waves, respectively. The details of the event
selection, windowing, spectral fitting, and spectral Δσ estima-
tion for the first two methods can be found in Kemna et al.
(2021). Study results names: KemnaHarrington_Qfit_S and
KemnaHarrington_SpecRatio_S.

For the inversion of stopping phases, we use acceleration
records band-passed between 5 and 20 Hz and cross-correlate
each trace with the Hilbert transform to obtain the stopping-
phase arrival-time difference Δt (of both P and S phases, when
possible). For cross-correlation coefficients greater than 0.8, we
invert for rupture dimension using the Δt and the strike, dip,
and rake inferred from focal mechanism solutions for the
respective events. The inversion recovers an independent esti-
mate of rupture velocity, for which directivity can be measured
given sufficient azimuthal coverage. Study results name:
KemnaHarrington_Stopping_S.

Ji and Archuleta: Attenuation modeling
Ji et al. (2024) and Mayeda et al. (2024) use S-wave acceleration
records at Δ < 50 km and calculate Qmodels, to constrain the
apparent stress and spectral Δσ for selected moderate earth-
quakes during the 2019 Ridgecrest sequence. Study results
name: JiArchuleta_kappaE_S.

Calderoni: Attenuation modeling and spectral ratio
Calderoni and Abercrombie (2024) describe the application of
independent spectral fitting with exponential attenuation and
spectral ratios approaches to the Ridgecrest earthquakes, fol-
lowing the methods of Calderoni et al. (2019) and Calderoni
and Abercrombie (2023). Study results names: Calderoni_
kappa_S, Calderoni_SpecRatio_S.

Mayeda: Coda Calibration Tool
Mayeda et al. (2024, this issue) apply the Coda Calibration
Tool (CCT) empirical coda method (Barno, 2017), based on
the approach developed by Mayeda et al. (2003) that takes
advantage of the stability and azimuthal averaging of coda
waves. Study results name: Mayeda_CCT_coda.

Atkinson: Ground-motion model
Atkinson (2024) applies an approach that focuses on the relation-
ship between source spectra and observed ground motion, which
is important for the development of ground-motion models
used in seismic hazard analysis. She uses the Fourier amplitude
spectra data of Rekoske et al. (2020) to empirically determine
coefficients for source, path, and site functions and ultimately
recover source spectra. Study results: Atkinson_GMM.

Boyd: Spectral ratios
We implement a spectral ratio method as detailed in Boyd et al.
(2017). A maximum hypocentral separation distance of 5 km is
used to select the M 3+ earthquakes considered for the analysis
(decreased from the 10 km epicentral distance used by Boyd
et al., 2017). A total of 51 earthquake sets comprising 600
earthquakes are considered, with the median number of earth-
quakes in a set being 45, and 95% of the sets having more than
10 events. The median number of spectral ratios contributing
to estimates of moment ratio and corner frequencies for an
event set are 71 and 116, and 95% of the event sets use more
than 5000 spectral ratios. Here, we also modify the windowing
of time series prior to calculating signal spectra. Rather than
apply a constant window length, one minute before to three
minutes after the expected S-wave arrival as was done in
Boyd et al. (2017), which may dilute the frequency content
of smaller magnitude earthquakes and/or stations at smaller
epicentral distance, significant duration is used (Kempton
and Stewart, 2006). This window is a function of earthquake
magnitude and distance and can be a factor of 10 or more
shorter than the four-minute window used in Boyd et al.
(2017). A quarter of the significant duration is added before
the S-wave arrival and to the end of the window prior to appli-
cation of a 25% cosine taper. On average, this modification to
the windowing results in higher corner frequencies (2% larger),
higher relative moments for earthquakes smaller than the larg-
est in a set (11% larger), and higher spectral Δσ (by 18%). The
log-standard deviation of spectral Δσ, however, is reduced by
25%. Study results name: Boyd_SpecRatio_coda.

Huang: Spectral ratios
We use P-wave spectral ratios between target earthquakes and
their EGFs to estimate corner frequencies, following the meth-
ods described by Huang et al. (2016, 2017) and Liu et al. (2020);
refer to Abercrombie et al. (2025). The EGFs must be at least one
magnitude smaller than target events and within about three
source dimensions of the target events. This results in 1–5
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EGFs for M 2.5–3 earthquakes and 3–7 EGFs for M 3–4.1 earth-
quakes. We also apply five windows overlapped by half of the
window duration to stabilize the spectral ratios and choose
the window length that gives the smallest misfits between the
Boatwright (1980) spectral model and the stacked spectral ratios.
The total window lengths range between 0.9 and 2.4 s for
M 2.5–3 earthquakes, and lie within 1.8 and 4.2 s for M 3–4.1
earthquakes. Study results name: Huang_SpecRatio_P.

Abercrombie: Spectral ratios
Abercrombie et al. (2025) follows the EGF spectral ratio
approach developed by Abercrombie (2014), Abercrombie
et al. (2017), and Pennington et al. (2021). Study results:
Abercrombie_SpecRatio P and Abercrombie_SpecRatio_S.

Dreger and Taira: EGF and finite fault
We follow the approach of Dreger (1997) and Dreger et al.
(2021) using EGF events to isolate the source and attempt
finite-fault modeling of the largest events in the study. For each
target event, we try EGF events within 1 km hypocentral distance
and 1–2.5 M units smaller than the target, and select those with
the highest cross correlation. The seismogram time windows
start 5 s before the P-wave arrival, and we perform complex spec-
tral deconvolution to obtain seismic moment rate functions,
stacking the results for the three components at each station.
We then invert for kinematic finite-source models following
Mori and Hartzell (1990) and Dreger (1997). The two possible
nodal planes from either a first-motion mechanism or moment
tensor are evaluated to find the best-fitting orientation, and a grid
search is used over the rise time and rupture velocity parameters.
We follow the approach of Ripperger andMai (2004) to calculate
the average stress drop and peak stress drop from the best-fitting
kinematic model. The average is based on the average over sub-
faults with slip, and which experienced a negative stress change
or stress drop (near edges of faults there can be positive stress
change). Study results name: DregerTaira_FF_PS.

RESULTS AND DISCUSSION
Here, we present a general overview of the combined results of
the Community Validation Study to date. A more detailed
analysis of the dataset as a whole is presented by Baltay and
Abercrombie (2025) and Abercrombie and Baltay (2025), and
of different subsets by many other articles in the issue. At this
point in the community study, there is no clear preferred or per-
fect method, and ongoing work (refer to multiple articles in this
issue) is attempting to identify the principal sources of uncer-
tainty. One should consider carefully the effects of simplifying
assumptions and the data limitations in a particular study, and
to interpret results with care.

Initial submitted results
We first consider spectral Δσs as submitted from all 56 sets of
results (Fig. 3). Note that we use the same legend throughout

the article, consistent with the symbols in Figure 2. Enormous
scatter in spectral Δσ, over seven orders of magnitude for
earthquakes of M 1–7.1, is evident for the dataset as a whole
and even for individual, well-recorded events. We also note
that many submissions include some extremely high and
low values, demonstrating that most of the inversion results
require some careful and thoughtful QC before interpretation,
as is typically done. Such practices can lead to selection bias
(for example, as argued by Shearer and Abercrombie, 2021),
and so we prefer to start with the full results included here.

QC and minimizing selection bias
Our first step in analyzing the combined datasets is to perform
some initial QC to remove estimates that are the least well
resolved, or most likely to be subject to systematic bias. For each
set of submitted results, we calculate the moment magnitudes
from the submitted moment estimates, using Hanks and
Kanamori (1979), and compare these with the Mw-values in
the SCSN catalog, obtained from regional moment tensor mod-
eling (Clinton et al., 2006, Fig. 4, Fig. S1). As noted by Trugman
(2020) and Shearer et al. (2022) many spectral decomposition
studies systematically underestimate the moment of larger
events because the short time windows needed for the smaller
earthquakes fail to sample the long-period level below the corner
frequency of the larger events. For each of the spectral decom-
position studies, we select a maximum magnitude to include
based on the frequency range of the measurements and the rela-
tionship between estimated moment and SCSN Mw (refer to
Fig. 4, Fig. S1), and previous analysis (Shearer et al., 2022).
We consider the difference between the SCSN Mw and the
Mw calculated from the submitted M0 following Hanks and
Kanamori (1979). We remove from our analysis all submitted
results (corner frequency, spectral Δσ, and moment) for events
in the respective datasets that have a catalog preferred magnitude
greater than this approximate measurement limit (noted in
Fig. 2); we retain all submitted results in the supplemental
material.

Recalculating spectral stress drop to be uniform
The submitted spectral Δσ-values (Fig. 3) include many
sources of variation related to different choices of assumed
parameters to calculate a spectral Δσ from the spectral mea-
surements of corner frequency and seismic moment. To inves-
tigate the real variability we must go back to these estimated
model parameters, and so we consider the submitted corner-
frequency values as a function of preferred SCSN catalog mag-
nitude, M (Fig. 5a).

To eliminate variability from different spectral Δσ models,
which is not the focus of our study, we select a constant
spectral source model to estimate spectral Δσ from seismic
moment and corner frequency using equation (3). We
(arbitrarily) choose to use the Madariaga (1976) source
model, in which the constant k = 0.32 for P waves and
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0.21 for S waves, with a depth-independent shear-wave
velocity β � 3500 m=s and c= (7/16) to represent a circular
rupture. Selection of other source models could vary the
absolute estimates of spectral Δσ by over a factor of 5
(e.g., Brune, 1970; Abercrombie and Rice, 2005), but would
have no effect on the relative values for particular wave types.
The ratio between P- and S-wave measurements using
the same approach can help inform the choice of model
and constants as clearly both should yield the same answer
(e.g., Abercrombie, 1995; Abercrombie et al., 2017).

Because spectral Δσ is the ratio of seismic moment to corner
frequency cubed, we need consistent seismic moments. We
adopt the study seismic moment, which includes submitted seis-
mic moments when available, and otherwise the study catalog
moment magnitudes converted to moment, following the rela-
tionships of Baltay and Abercrombie (2025), as described in the
Data section. With these moments, we estimate spectral Δσ
from the submitted corner frequencies to get the study recalcu-
lated stress drop (Δσ) for each event in each submission. These
are shown in Figure 5c, and comparison with Figure 3 shows
that consistent choice of source model and related parameters
decreases the variability in estimated spectral Δσ by almost an
order of magnitude. Variability of estimates for an individual
earthquake remains over an order of magnitude, and often
nearer two, however, which is still too large. The most likely
sources of this variability are uncertainty in isolating the source
spectra from the propagation and site effects, as investigated
by Shearer et al. (2024), and also different approaches to fitting

the simple omega source model to real data from earthquake
sources (refer to Cochran et al., 2024).

To visualize the difference between different analysis
approaches to isolate the source spectra, we separate the results
by method (Fig. 6) revealing the large systematic differences
between the different studies and indicating that much of
the interstudy variation results from nonrandom, but system-
atic variation.

Relationship between P- and S-wave corner
frequencies
There were submissions from five studies that contained both
P- and S-wave measurements using the same methods,
allowing a comparison of the ratio of the calculated f cP to
f cS; four are spectral decomposition and one is spectral ratios
(Fig. 7). All show correlations, which are higher when the
smallest events are excluded. The correlations between submit-
ted spectral Δσ-values (0.1–0.8) are systematically lower than
those between submitted corner-frequency values (0.6–0.8)
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because the corner-frequency estimates include an underlying
correlation with magnitude. This difference is good to remem-
ber when comparing results from different studies and using
the agreement to support resolution of source parameter
results.

Different source models predict different ratios of the corner
frequencies of the P and S waves (e.g., Madariaga, 1976; Kaneko
and Shearer, 2015), and so agreement between calculated
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Figure 5. Submitted corner frequency compared to both (a,b) SCSN catalog
preferred magnitude (which is mixed Mw, ML, and MLr) and (c,d) study Mw
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recalculated study Madariaga (1976) stress drop from submitted corner
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56 events. Please refer to Figures 2 and 3 for legend.
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estimates of stress drop will depend on whether the ratio of the
estimated P- and S-wave corner frequencies matches that of the
model selected. Many studies use the ratio of f cP=f cS � 1:5 from
Madariaga (1976) or the ratio of P-wave velocity to S-wave
velocity at the source, following Hanks and Wyss (1972) but
some use others based on the f c observations (Fig. 2). The ques-
tion of the corner-frequency shift has been around for decades
(e.g., Hanks, 1981; Abercrombie, 1995), and is fundamental to
determining correct models of source finiteness and radiated
energy. The true ratio of corner frequencies, or pulse durations,
remains unresolved because it depends on the correct isolation
of source radiation, and hence correct resolution of the trade-
offs between path and source that underlie many contributions
to this issue.

Formal error bars and intermethod variation
Some of the studies also submit calculated uncertainties on their
corner-frequency estimates, and we show these for the subset of
eight selected events selected for a detailed comparison (Table 1)
in Figure 8. The different studies used different approaches to
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calculate and report uncertain-
ties, and so we converted them
to ∼95% confidence limits (or
1.96 × standard deviation or
error) to obtain something
roughly comparable and indica-
tive. None of the error bars
are large enough to encompass
the range of values obtained by
the different approaches. As
noted in the previous work
(e.g., Huang et al., 2017;
Abercrombie, 2021), the formal
statistical uncertainties calcu-
lated in individual models are
typically smaller than the actual
variation between different
methods. The formal uncertain-
ties substantially underestimate
the real uncertainties because
they typically do not include
uncertainty in model selection,
isolation of source spectra,
and choice of assumed con-
stants. Ideally, we would like
consistent measurements from
all the studies lying within cal-
culated uncertainties, but if the
large variation is a result of the
data quality and real uncertain-
ties, then we need to find a bet-
ter way of calculating and
presenting the real uncertainties
in measurements. Even if we
cannot agree on the “best” val-
ues for source parameters, then
we at least need to ensure that
the error bars of published
results overlap.

A duplication in the SCSN
catalog from the height of the
aftershock sequence, and in
the catalog used for the com-
munity study provides an
opportunity to test for consis-
tency within individual
approaches. Events 38578455
and 38578439 have origin times
within 1 ms of one another, and
the magnitudes are within 0.01
unit, suggesting that they are
the same event, accidentally
given two IDs during the time
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of high seismicity rate. Event 38578455 has since been deleted
from the online SCSN catalog. Fourteen sets of submitted results
include estimates for both copies of the duplicate event, provid-
ing an opportunity to compare them for consistency (Fig. 9).
The moment estimates are closer than those of the corner fre-
quency; the corner-frequency estimates are almost all consistent
within 10% or better. This suggests that fitting within a single
approach is highly reproducible, but still represents a factor of
30% variation in spectral Δσ, even when the same waveforms
are considered, albeit with potentially slightly different starting
conditions.

To investigate and visualize the large-scale systematic var-
iations between methods more closely, we calculate average
values for the larger sets of results in discrete moment bins
(Fig. 10). These figures enable the reader to determine which
approaches lead to higher or lower stress-drop estimates. They
also reveal how different methods produce different scaling of
spectralΔσ, and that all vary across the moment range. Shearer
et al. (2024) demonstrate how the determination of path and
site corrections can explain much of these differences. The lower
estimates of spectral Δσ typically have smaller corrections for
attenuation and the inherent frequency dependence of the cor-
rections means that the same estimates tend to have stronger
scaling with seismic moment. Different methods use either
large, lower-frequency (e.g., Calderoni and Abercrombie, 2024;
Mayeda et al., 2024, both this issue) or small, higher-frequency
earthquakes (e.g., Shearer et al., 2022; Vandevert et al., 2024) to
make the corrections, which suggests they may be more reliable
in different moment ranges.

Can we resolve any real variability between
earthquakes?
Finally, we consider systematic offsets between methods to deter-
mine if the relative variation is consistent. Previous analyses (e.g.,
Shearer et al. 2019; Abercrombie, 2021; Pennington et al., 2021)
have found that the relative variability within a method is sub-
stantially more reliable than the absolute values. Abercrombie
et al. (2017) also found that the small-scale variability of earth-
quake source parameters within one small sequence is much
larger than the variation in average values between earthquake
sequences in distinctly different tectonic regions. Despite the
large variation in estimates between methods, and the corre-
sponding large uncertainties in absolute spectral Δσ estimates,
can we resolve reliable differences between earthquakes within
the sequence, and possible spatial and temporal variations? Is
there any interesting “signal” within the “noise”?

Using our recalculated study spectral Δσs based on the
Madariaga (1976) model, we examine all 56 events across
the full spectrum of methodologies, assessing both the
dispersion and the mean trend (Fig. 11). For the selected 56
events, over all 56 methods, all events were studied by at least
15 methods, some events were studied by as many as 48 meth-
ods, and the average event was analyzed by 37 methods.

Events in order of increasing SCSN magnitude

100

101

C
or

ne
r f

re
qu

en
cy

 (H
z)

38445975
M 4.04
Mw 4.04

38451079
M 4.09
Mw 4.09

38471103
M 3.3
Mw 3.35

38483215
M 3.02
Mw 3.15

38450263
M 5.36
Mw 5.36

38538991
M 4.14
Mw 4.14

38489543
M 2.55
Mw 2.82

38496551
M 2.58
Mw 2.84

Figure 8. Submitted error bars for eight selected events do not all overlap: Corner-
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arated by gray vertical lines. Please refer to Figures 2 and 3 for legend.
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Individually, the majority of methods (47) analyzed at least
26 events, with some considering as many as 55 events, but
some methods only considered a few events (as few as 2).

We first average over all the methods that considered each
event using a weighted average to account for multiple iterations
of similar methods. Specifically, authors that submitted multiple
results using variations on a theme (either P versus S waves, dif-
ferent window lengths, different source models, etc.) were down-
weighted such that that author-method received a total weight of
1. For example, Bindi et al. (2023a,b) submitted 18 variations on
a theme of spectral decomposition with varying S-wave window
durations, attenuation models, methods for site constraint, and
two different source models. Therefore, each of these methods
was down-weighted to be 1/18 as compared to an author sub-
mission that only had 1 iteration. With the weighting scheme, we
obtain a single corner frequency per event (Fig. 11, open-cross
circles) then use the selected 56 events to determine an overall
magnitude-independent averaged Madariaga (1976) spectral Δσ
of 15.4 MPa (dashed line in Fig. 11a).

We next consider the residual corner frequency, from the
average spectral Δσ of 15.4 MPa, so that the f c residual is sim-
ply the log10 f c minus the dashed line of constant spectral Δσ
(Fig. 11b). The variability of the corner-frequency submissions
is considered in two ways: the first is the variability within each

event (between methods that
analyzed that event) which
we term the within-event vari-
ability (similarly to ground-
motion modeling methodol-
ogy, i.e., Baltay et al., 2017);
the second is the overall distri-
bution of the average f c or
spectral Δσ of the collection
of 56 events, which we term
the between-event variability.
We define the first, the
within-event variability, as the
standard deviation of log10 f c,
given for each of the 56 events
below each event (Fig. 11b).
These values range from 0.08
to 0.36, log10 units. Events with
lower within-event standard
deviation have more agree-
ment between methods, and
we can be more certain of the
event corner frequency; these
events may be simpler or more
“Brune-like”, such that they are
easier to model (e.g., Cochran
et al., 2024). Events with larger
standard deviation have much
more disagreement between

methods. Perhaps those events are more complex or methods
struggle to isolate the source component from the attenuation.

The between-event variability of the overall distribution of
the 56 events is characterized as the std�log10 f c� � 0:30 with
one f c per event (i.e., the standard deviation of the open-cross
circles in Fig. 11b); we also consider the variability of the recal-
culated spectral Δσ, using a consistent study catalog moment
for each event: std�log10 Δσ� � 0:36, again with one average
spectral Δσ per event. We can also consider the same metric
std�log10 Δσ� but for each method individually: for the
52 methods that estimate stress drop for at least 10 of the
56 events, the std�log10 Δσ� range from 0.27 to 0.75 with an
average of 0.43. This implies that simply harnessing multiple
methods averaged together can reduce the variability com-
pared to individual methods.

High-frequency ground motion, such as PGA is dependent
on, and thus correlated with spectral Δσ (e.g., Hanks, 1979;
Lior and Ziv, 2017). The potential to use spectral Δσ as a pre-
dictor in ground-motion modeling is compelling yet challeng-
ing given: (1) the variability (as demonstrated in this
Community Study) of spectral Δσ compared to the variability
evident in PGA; and (2) the difficulty in predicting spectral Δσ
for future events. Cotton et al. (2012) discussed the inconsis-
tency in the variability of spectral Δσ in comparison to the
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between-event variability in ground-motion models. Other
spectral Δσ studies have typically found variability to be in
the range of 0.25–0.75 log10 units (Baltay and Hanks, 2015;
Baltay et al., 2019), whereas the standard deviation of PGA,
after taking a factor of 0.8 into account to convert from spectral
Δσ to PGA of PGA ∼ Δσ0:80 (Boore, 1983), is on the order of
0.11–0.28 log10 units (Cotton et al., 2012, accounting for a fac-
tor of 2.3 between ln and log10). Our std�Δσ� � 0:36 averaged
over all methods is similar to the upper limit of variability
of PGA, implying that we reduce the overall variability by
harnessing multiple methods to get a more robust result of

spectral Δσ, and thus present-
ing a potential path forward
for incorporating spectral Δσ
into ground-motion modeling
efforts. Some ground-motion
models (e.g., Yenier and
Atkinson, 2015) include spec-
tralΔσ directly as an adjustable
model parameter, so fully
quantifying its distribution is
key for ground-motion model-
ing efforts.

When investigating the cor-
ner-frequency residuals them-
selves (Fig. 11b), we can start
to see both real variations in
events (i.e., some events are
clearly below the average and
some are entirely above the
average), as well as consistency
in methods that are systemati-
cally high or low. Also for sev-
eral events, all observations
agree that a particular event
has either a high or low spec-
tralΔσ, with all estimates being
above or below the zero line.
The statistical separation of
certain events implies that
some underlying physics is
controlling the differences in
spectral Δσ between these
events and offers optimism
for unraveling these com-
plexities.

CONCLUSIONS
The SCEC/USGS Community
Stress Drop Validation Study
demonstrates the power of col-
laboration and communication
in tackling the real causes

underlying a major source of controversy in earthquake sci-
ence. That the global community has come together to openly
share results is a testament to the interest in this controversial
topic. The large compilation of independently obtained results
distributed herein provides an unprecedented opportunity to
explore features, trends, and differences in spectrally obtained
earthquake parameters. The compiled dataset (Baltay et al.,
2024) and results also provide a useful benchmark for assess-
ing the quality of new approaches. At this point in time, there
is no clear preferred method, and the user must carefully con-
sider the effects of any inherent assumptions and data
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limitations when attempting to interpret results. Baltay and
Abercrombie (2025) and Abercrombie and Baltay (2025)
provide a more in depth first analysis and comparison of
the current approaches.

1. The observed scatter in spectral stress-drop (spectral Δσ)
estimates has a large systematic component. There are
orders-of-magnitude variation in median spectral Δσ-val-
ues among different methods, with the largest variations
seen in the smaller magnitude events. Most of this variation
likely comes from differences in correcting seismograms
and spectra for near-source and site effects, and along-path
propagation effects, but given the sheer numbers of small
events, we are also more likely to observe extreme values
at the smaller magnitudes.

2. Removing the measurements clearly outside the frequency
ranges of the available data reduces both between-event and
between-method scatter. We recommend users carefully
consider the impact of limited bandwidth on results and
remove potentially biased values, as we have done here,
to prevent subsequent misinterpretation.

3. Use of a consistent source model to obtain spectral Δσ
from the spectral measurements, with the same constants,
assumed velocity, and so forth, removes nearly an order of
magnitude of systematic scatter.

4. Comparison of studies that use both P- and S-wave results
(five studies here) are too varied to place strong constraints
on the real corner-frequency shift. The correlations between
P- and S-wave corner-frequency estimates are systemati-
cally higher than those of the spectral Δσ estimates derived
from them. This demonstrates that much of the apparent
correlation between P- and S-wave corner frequencies
results from the underlying magnitude dependence, as all
studies find decreasing corner frequency with increasing
magnitude for the dataset as a whole.
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Figure 11. (a) Corner frequency for all submissions with weighted event-
averaged values in open cross circles and constant spectral Δσ line of
15.4 MPa. (b) Corner-frequency residual to the constant spectral Δσ line,
spaced out per event for visual clarity, in increasing magnitude order, with
within-event standard deviation given below each event. Refer to Figures 2
and 3 for the legend.
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5. Model-based estimates of uncertainty submitted by partic-
ipants do not always overlap, even after we account for dif-
ferent source models and assumed constants. This implies
that parameter and processing choices are not covering the
full range of possible behavior and suggests that most pub-
lished error estimates substantially underestimate the real
(epistemic) uncertainty in the estimated source parameters.

6. The large-scale trends of spectral Δσ, for example with
magnitude, are very dependent on the method assumed
to isolate and model the source. Relative event-to-event
variability, for earthquakes of similar magnitude from an
individual study, is more consistent between different meth-
ods and more reliable than apparent overall trends. This
suggests that real, physically based variations in earthquake
sources may be resolvable.

DATA AND RESOURCES
The common waveform database and associated metadata are described
by Baltay et al. (2024), and are available for download at the Southern
California Earthquake Data Center (SCEDC): https://scedc.caltech.edu/
data/stressdrop-ridgecrest.html (last accessed October 2021). Along with
full waveform data from stations within 1° of the earthquake locations
(Fig. 1b), we have provided phase picks and metadata, including the
Trugman (2020) catalog with updated SCSN magnitudes (https://
service.scedc.caltech.edu/eq-catalogs/date_mag_loc.php; last accessed
June 2024). For more details on the waveform data including stations
and processing details, please refer to Baltay et al. (2024). All the wave-
form data and metadata references used in the analysis are publicly avail-
able (Baltay et al., 2024) and accessible from the SCEDC (SCEDC, 2013;
doi: 10.7909/C3WD3xH1), Incorporated Research Institutions for
Seismology (IRIS; https://ds.iris.edu/ds/nodes/dmc/, last accessed
October 2021) and Northern California Earthquake Data Center
(NCEDC; doi: 10.7932/NCEDC). The SCEDC and Southern
California Seismic Network (SCSN) are funded through U.S. Geological
Survey (USGS) Grant G20AP00037, and the Southern California
Earthquake Center, which is funded by National Science Foundation
(NSF) Cooperative Agreement EAR-0529922 and USGS Cooperative
Agreement 07HQAG0008. IRIS Data Services are funded through the
Seismological Facilities for the Advancement of Geoscience and
EarthScope (SAGE) Proposal of the NSF under Cooperative Agreement
EAR-1261681. Networks that provided data are: CE (California
Geological Survey, 1972); CI (California Institute of Technology and
U.S. Geological Survey [USGS] Pasadena, 1926); GS (Albuquerque
Seismological Laboratory [ASL]/USGS, 1980); NN (University of
Nevada, Reno, 1971); NP (USGS, 1931); PB (https://www.fdsn.org/
networks/detail/PB/); SN (University of Nevada, Reno, 1992); and ZY,
https://www.fdsn.org/networks/detail/ZY_1990/ (Cochran et al., 2020).
All data referenced here are available at the SCEDC (SCEDC, 2013)
at https://scedc.caltech.edu/data/stressdropridgecrest.html (last accessed
October 2021), in which a “Quick-reference guide” is also posted for more
information on the waveform data. The SCSN catalog change history is
available from https://scedc.caltech.edu/eq-catalogs/change-history.html
(last accessed March 2025). The supplemental material contains a
Fourier amplitude spectrum (FAS) flatfile, Figures S1 and S2, and
Table S1, a zip folder of.csv for each author-submission (56 total) at

https://cloud.seismosoc.org/s/ksyAo2L8G8QaDnm (last accessed April
2025). Compiled results for the 56 events including the submitted corner
frequency, best moment, and best magnitude for each method.
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